
Parametrically defined nonlinear differential equations,
differential-algebraic equations, and implicit ODEs:
Transformations, general solutions, and integration

methods

Andrei D. Polyanina,b,c, Alexei I. Zhurova,d,∗

aInstitute for Problems in Mechanics, Russian Academy of Sciences,
101 Vernadsky Avenue, bldg 1, 119526 Moscow, Russia

bBauman Moscow State Technical University,
5 Second Baumanskaya Street, 105005 Moscow, Russia

cNational Research Nuclear University MEPhI, 31 Kashirskoe Shosse, 115409 Moscow, Russia
dCardiff University, Heath Park, Cardiff CF14 4XY, UK

Abstract

The study deals with nonlinear ordinary differential equations defined parametri-
cally by two relations; these arise in fluid dynamics and are a special class of cou-
pled differential-algebraic equations. We propose a few techniques for reducing
such equations, first or second order, to systems of standard ordinary differential
equations as well as techniques for the exact integration of these systems. Several
examples show how to construct general solutions to some classes of nonlinear
equations involving arbitrary functions. We specify a procedure for the numerical
solution of the Cauchy problem for parametrically defined differential equations
and related differential-algebraic equations. The proposed techniques are also ef-
fective for the numerical integration of problems for implicitly defined equations.
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1. Introduction

1.1. Preliminary remarks
Von Mises and Crocco type transformations are often used to reduce the order

of boundary layer equations as well as some other nonlinear PDEs. These trans-
formations suggest choosing suitable first- or second-order partial derivatives as
new dependent variables [1–7]. In some cases, the resulting equations admit exact
solution in implicit or parametric form [8]. In effect, finding exact solutions to the
original PDEs reduces to integrating ODEs defined parametrically. It is notewor-
thy that parametrically defined nonlinear differential equations also arise directly
in the theory of ODEs [8].

The study [8] described a few classes of nonlinear first- and second-order ordi-
nary differential equations in parametric form that allow the construction of gen-
eral solutions (parametrically defined equations are not treated in the literature
dealing with the standard ODEs; e.g., see [9–14]). These solutions were further
used to construct exact solutions of unsteady boundary-layer equations.

The parametrically defined nonlinear differential equations dealt with in the
present paper are a special class of coupled differential-algebraic equations (often
abbreviated to DAEs). In the literature, the focus is mainly on numerical solution
methods for such equations (e.g., see [15–19]).

The present study proposes a few techniques for the exact integration of first-
and second-order ODEs defined parametrically, based on reducing them to stan-
dard systems of ODEs. By way of example, general solutions are constructed for
a few parametrically defined nonlinear differential equations involving arbitrary
functions. In addition, the study describes an approach to the numerical solution
of the Cauchy problem for parametrically defined nonlinear differential equations
and related differential-algebraic equations.

1.2. Ordinary differential equations defined parametrically
In general, an nth-order ordinary differential equation defined parametrically

is given by two equations of the form [8]

F1(x, y, y
′
x, y

′′
xx, . . . , y

(m)
x , t) = 0,

F2(x, y, y
′
x, y

′′
xx, . . . , y

(n)
x , t) = 0,

(1)

where y = y(x) is the unknown function, y(n)x = dny/dxn, t = t(x) is a func-
tional parameter, and n ≥ m. In the degenerate case where neither F1 nor F2

2



contains derivatives, relations (1) represent a parametric equation of a plane curve
in implicit form.

In what follows, we assume that the functional parameter t cannot generally
be explicitly eliminated from Eqs. (1).

2. First-order differential equations defined parametrically

2.1. Some transformations
A first-order ODE defined parametrically is generally given by two equations

F1(x, y, y
′
x, t) = 0, F2(x, y, y

′
x, t) = 0. (2)

We assume that one of the equations (2) can be solved for the derivative y′x.
On eliminating this derivative from the other equation, we rewrite the original
equation in the canonical form

F (x, y, t) = 0, y′x = G(x, y, t). (3)

Differential-algebraic equations of the form (3) are referred to as a system of
semi-explicit DAEs or ODEs with constraints [16, 18]. Usually, such equations
are reduced to a standard system of ODEs for y = y(x) and t = t(x) by differ-
entiating the first equation in (3) with respect to x [16]. However, an alternative
system of ODEs, for y = y(t) and x = x(t), is more convenient for seeking exact
solutions to semi-explicit DAEs. The alternative system is derived below.

By taking the full differential of the first equation in (3) and multiplying the
second one by dx, we get

Fx dx+ Fy dy + Ft dt = 0, dy = G(x, y, t) dx. (4)

where Fx, Fy, and Ft are the respective partial derivatives of F = F (x, y, t).
Eliminating dy from (4) yields the first-order equation

(Fx +GFy)x
′
t + Ft = 0, (5)

while eliminating dx from (4) yields a different first-order equation

(Fx +GFy)y
′
t +GFt = 0. (6)

Equations (5) and (6) represent a standard system of first-order equations for
x = x(t) and y = y(t). If a solution to this system is found, it will also be a
solution to the original equation (3) in parametric form.

Occasionally, it suffices to use one of the equations of (5) or (6) and the first
equation of (3).
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Remark 1. If equations (5) and (6) are used, isolated solutions satisfying Fx+GFy =
0 may be lost; this issue calls for further analysis (see also Equation 2 below).

2.2. General solutions to some ODEs defined parametrically

Equation 1. Consider the nonlinear first-order ODE defined parametrically

x = f(t)y + g(t), y′x = h(t), (7)

where f = f(t), g = g(t), and h = h(t) are arbitrary functions. It is a special
case of Eq. (3) with F = x− fy − g and G = h. Substituting these into (6) gives
the linear equation (1 − fh)y′t − hf ′

ty − hg′t = 0. By integrating it while taking
into account the first relation in (7), we arrive at the general solution to Eq. (7) in
parametric form

x = fy + g, y = CE + E

∫
hg′t dt

(1− fh)E
, (8)

where C is an arbitrary constant and E = exp

(∫
hf ′

t dt

1− fh

)
.

Equation 2. Let us look at the equation

F (x, y, t) = 0, y′x = −Fx/Fy, (9)

which is a degenerate case of Eq. (3) with Fx +GFy ≡ 0 (see Remark 1). Elimi-
nating dy from (4) while taking into account that G = −Fx/Fy yields

Ft dt = 0.

This equation splits into dt = 0 and Ft = 0. The former equation solves to give
t = C, where C is an arbitrary constant, which produces the general solution to
the original equation in implicit form

F (x, y, C) = 0.

The latter equation generates a singular solution which is defined by two algebraic
(generally transcendental) equations:

F (x, y, t) = 0, Ft(x, y, t) = 0.
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2.3. A semiiverse method for integrating parametrically defined ODEs
The theorem below provides a semiinverse method for constructing general

solutions to parametrically defined ODEs.

Theorem 1. Suppose the first-order ODE (generating equation)

z′t = Φ(z, t) (10)

admits a general solution in closed form

ϕ(z, t, C) = 0, (11)

where C is an arbitrary constant. Then the parametrically defined ODE (3) with

G(x, y, t) = −Ftzx − Fxzt + Φ(z, t)Fx

Ftzy − Fyzt + Φ(z, t)Fy

, (12)

where F = F (x, y, t) and z = z(x, y, t) are arbitrary functions, admits the gen-
eral solution defined implicitly by two relations

F (x, y, t) = 0, ϕ(z(x, y, t), t, C) = 0. (13)

The theorem can be proved by direct verification.
As the generating equation (10), one can use one of the several thousand inte-

grable equations listed in the handbooks [10, 13]. The theorem allows one to ob-
tain general solutions to a large number of different parametrically defined ODEs
of the form (3). These solutions can be used as test problems to assess the accu-
racy of relevant numerical methods.

2.4. Cauchy problem. Procedure for numerical solution
Consider the Cauchy problem for the parametric first-order equation (3) with

the initial condition

y(x0) = y0. (14)

The initial value of the parameter, t = t0, is found from the algebraic (or, gener-
ally, transcendental) equation

F (x0, y0, t0) = 0, (15)
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where x0 and y0 are the values appearing in the initial condition (14). This can be
done numerically with, for example, the Newton’s method.

With the procedure outlined in Section 2.1, we first reduce the parametrically
defined differential equation (3) to the standard system of first-order equations (5)
and (6) for x = x(t) and y = y(t). Subject to the initial conditions

x(t0) = x0, y(t0) = y0, (16)

this system can then be solved numerically by the Runge–Kutta method or another
suitable method [11, 12, 17, 18, 20].

Remark 2. The algebraic (or transcendental) equation (15) can generally have several
different roots, in which case the original problem (3), (14) will have the same number of
respective different solutions.

2.5. First-order ODEs defined implicitly
Let us look at the Cauchy problem for the implicit equation

F (x, y, y′x) = 0 (17)

with the initial condition (14).
Substituting y′x = t reduces Eq. (17) to the parametric equation

F (x, y, t) = 0 y′x = t, (18)

which must satisfy condition (14).
Problem (18), (14) is a special case of problem (3), (14) with G(x, y, t) = t.

It can be solved numerically with the approach mentioned above in Section 2.4.

3. Second-order differential equations defined parametrically

3.1. Some transformations
A parametrically defined second-order ODE is generally given by the two

equations
F1(x, y, y

′
x, y

′′
xx, t) = 0, F2(x, y, y

′
x, y

′′
xx, t) = 0. (19)

We assume that the second derivative y′′xx can be eliminated from Eqs. (19) and
then y′x can be isolated to obtain y′x = F (x, y, t). With this equation, we exclude
y′x from either equation in (19) to get F3(x, y, y

′′
xx, t) = 0. By isolating y′′xx, we

eventually arrive at the canonical form of Eq. (19):

y′x = F (x, y, t), y′′xx = G(x, y, t). (20)
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Below we outline a technique for integrating such equations; it is assumed that
the parameter t can generally not be eliminated from Eqs. (20).

Differentiating the first equation in (20) with respect to t yields (y′x)
′
t = Fxx

′
t+

Fyy
′
t + Ft. By virtue of y′t = Fx′t and (y′x)

′
t = x′ty

′′
xx, we get

x′ty
′′
xx = Fxx

′
t + FFyx

′
t + Ft. (21)

By eliminating y′′xx with the aid of the second equation in (20), we arrive at the
first-order equation

(G− Fx − FFy)x
′
t = Ft. (22)

In view of y′t = Fx′t, we can rewrite this equation as

(G− Fx − FFy)y
′
t = FFt. (23)

Equations (22) and (23) represent a standard system of first-order equations for
x = x(t) and y = y(t). If this system is solved, the solution is also a solution to
the original parametric equation (20). In some cases, one can use either equation
(22) or (23) and the first equation in (20).

Remark 3. When Eqs. (22) and (23) are used, isolated solutions, satisfying G−Fx−
FFy = 0, may be lost. This issue calls for further analysis (see also Equation 4 below).

3.2. General solutions to some ODEs defined parametrically

Equation 3. Consider the nonlinear second-order ODE defined parametri-
cally

y′x = φ(t), y′′xx = ψ(t), (24)

where φ(t) and ψ(t) are arbitrary functions. This corresponds to Eq. (20) with
F = φ(t) and G = ψ(t). Then Eq. (22) becomes ψ(t)x′t = φ′

t(t), whose general
solution is

x =

∫
φ′
t(t)

ψ(t)
dt+ C1, (25)

where C1 is an arbitrary constant. Relation (25) and the first equation of (24)
represent a parametrically defined ODE of the form (7) in which

f(t) = 0, g(t) =

∫
φ′
t(t)

ψ(t)
dt+ C1, h(t) = φ(t). (26)

By inserting (26) in (8), we obtain the general solution of ODE (24) in parametric
form

x =

∫
φ′
t(t)

ψ(t)
dt+ C1, y =

∫
φ(t)φ′

t(t)

ψ(t)
dt+ C2, (27)

where C1 and C2 are arbitrary constants (C in (8) has been renamed C2 here).
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Equation 4. Let us look at the special case of Eq. (20) with arbitrary F =
F (x, y, t) and G expressed in terms of F as

G = Fx + FFy. (28)

Then the expression in parentheses in (22) and (23) becomes zero and Eq. (20)
admits the first integral

y′x = F (x, y, C1),

where C1 is an arbitrary constant. In addition, there is a singular solution satisfy-
ing the parametric first-order ODE

y′x = F (x, y, t), Ft(x, y, t) = 0.

3.3. First integrals of system (22)–(23)

Equation 5. If
G = Fx + FFy + a(t)b(x)Ft, (29)

where a(t), b(x), and F = F (x, y, t) are arbitrary functions, the variables in
Eq. (22) separate to give the first integral∫

b(x) dx =

∫
dt

a(t)
+ C1.

Equation 6. If
G = Fx + FFy + a(t)b(y)FFt, (30)

where a(t), b(y), and F = F (x, y, t) are arbitrary functions, the variables in
Eq. (23) separate to give the first integral∫

b(y) dy =

∫
dt

a(t)
+ C1.

Remark 4. Using the representation (22), (23), parametrically defined ODEs of the
form (20) can be integrated with semiinverse methods similar to that outlined in Sec-
tion 2.3.

3.4. Cauchy problem. Procedure for numerical solution
Consider the Cauchy problem for the parametrically defined second-order

ODE (20) with the initial conditions

y(x0) = y0, y′x(x0) = y1. (31)
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The initial value of the parameter, t = t0, is determined by the algebraic (or
transcendental) equation

y1 = F (x0, y0, t0), (32)

where x0, y0, and y1 are the values appearing in the initial conditions (31); Eq. (32)
follows from the first equation in (20). This can be done numerically with, for
example, the Newton’s method.

Using the technique outlined in Section 3.1, we first reduce the parametric
equation (20) to the standard system of first-order equations (22)–(23) for x =
x(t) and y = y(t). Then, using the initial conditions

x(t0) = x0, y(t0) = y0, (33)

we can solve this system numerically with the Runge–Kutta method or another
suitable method [11, 12, 17, 18, 20].

Remark 5. The algebraic (or transcendental) equation (32) can generally have several
different roots. In this case, the original problem (20), (31) will have exactly the same
number of respective different solutions.

3.5. Exact and numerical integration of equations defined implicitly
Consider the Cauchy problem for the implicit equation

y′x = F (x, y, y′′xx) (34)

with the initial conditions (31).
By substituting y′′xx = t, we reduce Eq. (34) to the parametric equation

y′x = F (x, y, t), y′′xx = t (35)

and initial conditions (33) in which the value of the parameter t0 is determined by
the algebraic (or transcendental) equation (32).

Problem (35), (33) is a special case of problem (20), (33) with G(x, y, t) = t.
It can be solved numerically using the procedure outlined above.

4. Brief conclusions

The study dealt with nonlinear ordinary differential equations defined para-
metrically by Eqs. (1). For first- and second order equations, we have proposed
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techniques for reducing them to standard systems of ordinary differential equa-
tions, in which x and y are unknown functions of the independent variable t, and
specified techniques for their exact integration.

We have constructed general solutions for a few classes of first- and second-
order ODEs defined parametrically. We have described procedures for the nu-
merical integrations of the Cauchy problem for parametrically defined ordinary
differential equations and differential-algebraic equations.
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