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Abstract

Singularly perturbed boundary-value problems for second-order ODEs of the form
eyl = F(x,y,y.) with e — 0 are considered. We present a new method of nu-
merical integration of such problems, based on introducing a new non-local inde-
pendent variable &, which is related to the original variables x and y by the equa-
tion ¢, = g(z,y,y.,£). With a suitable choice of the regularizing function g, this
method leads to more appropriate problems that allow the application of standard
numerical methods with fixed stepsize of £ (in the whole range of variation of the
independent variable x, including both the boundary-layer region and the outer re-
gion). It is shown that methods based on piecewise-uniform grids are a particular
(degenerate) case of the method of non-local transformations with a piecewise-
smooth regularizing function of special form. A number of linear and non-linear
test problems with a small parameter (including convective heat and mass trans-
fer type problems) that have exact or asymptotic solutions (both monotonic and
non-monotonic), expressed in elementary functions, are presented. Comparison
of numerical, exact, and asymptotic solutions showed the high efficiency of the

*Principal corresponding author
**Corresponding author
Email addresses: polyanin@ipmnet . ru (Andrei D. Polyanin), inna@mat .uson.mx
(Inna K. Shingareva)

* This article is published in Int. J. Non-Linear Mechanics, 2018, Vol. 103, pp. 37-54.

Preprint submitted to International Journal of Non-Linear Mechanics May 7, 2018



method of non-local transformations for solving singularly perturbed problems
with boundary layers. In addition to non-local transformations, examples of the
use of point (local) transformations for numerical integration of singularly per-
turbed boundary-value problems are also given.

Keywords: singularly perturbed boundary-value problems, differential equations
with a small parameter, boundary layers, non-local transformations, exact,
asymptotic, and numerical solutions

1. Introduction

1.1. General remarks. Singularly perturbed boundary-value problems with a
small parameter

Singularly perturbed boundary-value problems with a small parameter at the
highest derivative are often encountered in hydro- and aerodynamics, theory of
mass and heat transfer, theory of elasticity, non-linear mechanics and other appli-
cations (see, for example, [1-17]). The presence of small parameters in the equa-
tions can be due to both the characteristic values of physical-chemical parameters
(for example, coefficients of viscosity, diffusion and thermal diffusivity), and the
magnitude of dynamic characteristics of the phenomena or processes under con-
sideration (for example, high fluid or gas velocities). An important qualitative
feature of singularly perturbed boundary-value problems is that for the zero value
of a small parameter the order of the differential equation under consideration
decreases and some parts of the boundary conditions cannot be satisfied.

Solutions of singularly perturbed boundary-value problems with a small pa-
rameter have large gradients in the region of boundary layers, which leads to a
loss of convergence of classical finite-difference schemes and makes them of little
use or unsuitable for solving problems of this type. For the first time, the ques-
tion about the inadmissibility of classical finite-difference schemes and the con-
struction of special schemes (possessing the property of convergence regardless
of the value of a small parameter), was raised in the works by Bakhvalov and II'in
[18, 19], who proposed two different approaches to solving linear and non-linear
boundary-value problems with a boundary layer. In [19], an exponential fitting
scheme was proposed, the coefficients of which are chosen so that the scheme is
asymptotically exact on the boundary-layer component of the solution (this ap-
proach allows us to construct uniformly convergent finite-difference schemes on a
uniform grid). The classical central-difference scheme with a grid, thickening near
boundary layers, which has a uniform error in the approximation over the nodes,
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was applied in [18]. It is shown that such a grid possesses uniformly second-order
accuracy with respect to a small parameter.

Various problems and methods of the numerical integration for linear and non-
linear differential equations with a small parameter at the highest derivative are
presented, for example, in [20-50]. Despite the large number of publications in
this field, numerous applications dictate the need for development of new numer-
ical methods with a wide range of applicability and finite-difference schemes of
high order accuracy for singularly perturbed problems, especially non-linear ones.

We note that in [51] there is a very interesting collection of examples of exotic
numerical solutions of boundary-value problems with a boundary layer, which are
obtained on the basis of the use of inadequate numerical algorithms and schemes.

1.2. Numerical methods based on a piecewise-uniform grid (two-grid methods)

For the numerical solution of singularly perturbed boundary-value problems
described by quasilinear equations with the Dirichlet boundary conditions,

eyny +0(@)Y, +q(z,y) =0 (0<z<1); y0)=a, y(l)=0b (1)

where € > 0 is a small parameter, many authors use methods with a piecewise-
uniform grid that is characterized by a small stepsize in the boundary layer and a
large stepsize outside it (see, for example, [22, 26, 32, 33, 35, 36, 41, 42, 45, 46)).
The general idea of these methods is that the domain of the independent variable
x € [0,1] is divided into two subdomains €; = [0,[] and Q. = [l,1]. If the
boundary layer is located on the left (near the point x = 0), then the partition
point [ is chosen according to the condition ¢ < | < 1. In the outer domain (2, a
common fixed stepsize h. = h is taken, and in the inner domain €;, an essentially
smaller, but fixed stepsize h; is chosen.

Let NV be the total number of intervals of the grid partition on the interval [0, 1],
and NV; = aN and N, = (1 — a)N be the number of intervals of the grid partition
on the segments [0, /] and [/, 1]. Then the stepsizes in these segments are

UL N=N+N,, 0 1 2
NS e_(l——oz)N (N=N+N,, 0<a<l). (2)

The number of intervals N is initially set by the researcher, and then, based on
additional non-strict considerations, it is necessary to choose two suitable values
of the coefficients [ and «. It is important to note that [ and « depend on a specific
class of equations under consideration and, in general, are semi-empirical con-
stants (the optimal values of which are a priori unknown). The suitability of the
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selected values of [ and « is usually established by comparing the numerical and
exact solutions of several test problems.

For the numerical solution of singularly perturbed boundary-value problems,
described by quasilinear equations of the form (1) with p(x) > 0, Shishkin [22]
(see also [26, 32, 35, 42]) suggested to use a piecewise-uniform grid (2) with the
parameters

1
a=—, [=min l, 2—8111]\7 ) 3)
2 2" Pm

where p,, = 01<ni£11 p(x). The grid (2) with (3) usually leads to good results for this

class of quasilinear equations. We note that for a sufficiently small £ we can also
use a simpler grid, replacing p,, by pp = p(0) in (3).

The assumption used in (3) on the equality of the number of partition intervals
in the inner and outer regions v = 1/2, in general, is not justified by anything.
In [33], on the example of numerical integration of a specific linear boundary-
value problem with a piecewise-uniform grid, the optimal (providing the greatest
accuracy) values of [ and o were determined, based on the use of an asymptotic
solution (for some values of the determining parameters of the problem under
consideration, the value o = 0.9 was found to be optimal).

It is important to note that in the methods based on the use of a piecewise-
uniform grid (as well as the methods developed in [18, 19]), a priori information
on the structure and the rate of damping of the asymptotic solution is taken into ac-
count. For example, the grid (3) describes the characteristic sizes of the boundary
layer qualitatively incorrectly when p(z) ~ poz™ as x — 0 and n > 0 (that is con-
nected with another structure of the asymptotic solution, see further Section 6.2)
or when p(z) vanishes within the interval 0 < z < 1. Certain difficulties with
the choice of suitable values of [ and « also occur for more complex nonlinear
equations with a small parameter at the highest derivative

Ype = F(z,9,9,,). 4)

In this paper, for the numerical solution of singularly perturbed boundary-
value problems, described by equations of the form (4) with the Dirichlet bound-
ary conditions, it is proposed to use more general approach based on non-local
transformations, which are applied at the first stage and allow further integration
of the reduced problem by standard numerical methods with a uniform grid. It
will be shown that methods based on the use of a piecewise-uniform grid are a
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particular (degenerate) case of the method based on non-local transformations. A
comparison carried out between numerical, exact, and asymptotic solutions of a
number of linear and non-linear test problems showed the high efficiency of the
method of non-local transformations for solving singularly perturbed problems
with boundary layers.

Remark 1. The method of non-local transformations was used in [52-56] for nu-
merical integration of Cauchy problems having monotonic and non-monotonic blow-up
solutions. In such problems there exists a singular point whose position is unknown a pri-
ori (for this reason, standard numerical methods for solving blow-up problems can lead to
significant errors). The use of the method of non-local transformations leads to problems
whose solutions are represented in parametric form and do not have blowing-up singular
points; therefore, the transformed problems admit the use of standard fixed-step numer-
ical methods. A comparison of the exact and numerical solutions of a number of test
problems for differential equations of the first, second, third, and fourth orders showed
the high efficiency of this method for numerical integration of blow-up problems.

Remark 2. Non-local transformations of a special kind were used in [57-60] to ob-
tain exact solutions, first integrals, and linearizations of some second-order ordinary dif-
ferential equations. The method for reducing the order of ODEs by means of non-local
symmetries is described in [61, 62].

2. Qualitative features of boundary-layer type problems

2.1. Illustrating example of a linear boundary-value problem

Let us analyze qualitative features of singularly perturbed boundary-value
problems with a small parameter at the highest derivative, that have solutions of
the boundary-layer type, on an example of a specific problem.

Test problem 1. Consider the test boundary-value problem for a linear second-
order equation with constant coefficients and Dirichlet boundary conditions

eyl +py.taqy=0 (0<z<1); (5)
y(0) =a, y(1) =0, 6)

where a, b, p, ¢, and ¢ are free parameters that satisfy the condition p? — 4eq > 0.
The exact solution of the problem (5)—(6) has the form

)\2_ _ >\1
ae by b b—ae

el —eM el —eM
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)
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] (7

1
M=o (= VPP —deg), A= (ot VPR —deg).
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Figure 1: Exact solutions (7) of the problem (5)—-(6) with ¢ = 0.005 for four sets of numerical
values of the determining parameters: a) p = ¢ = 1, a = 0, b = 1 (solid line) and p = q = 1,
a = —2,b = 0 (dashed line) and b) p = —1,¢ =1, a = —1, b = 0 (solid line) and p = —1,
q =1, a = 0.5, b = 3 (dashed line). The dots denote the corresponding numerical solutions of the
transformed problem (20) for g = (1 + |z| + | f|)'/2 and for the same sets of numerical values of
the parameters.

Let 0 < ¢ < 1 be a small parameter. For p > 0, the boundary layer is formed
at the left boundary near the point x = 0, and for p < 0, at the right boundary
near the point x = 1. For p = 0 and ¢ < 0, we have two boundary layers that are
located near the boundaries x = 0 and z = 1.

In Fig. 1, the exact solutions (7) of the problem (5)—(6) are shown for ¢ =
0.005 and four sets of numerical values of the determining parameters: a) p =
g=1La=0,b=1andp =q=1,a = —2,b = 0 (the boundary layer is on the
lef)andb) p=—-1,g=1,a=—-1,b=0andp=—-1,¢g=1,a=05,b=3
(the boundary layer is on the right). It can be seen that, depending on the values
of the determining parameters, the solutions of the problem (5)—(6) can be either
monotonic or non-monotonic.

For small ¢ (the constants p > 0 and ¢ are of the order of unity), we have

T

M == A _ga Y (0) = g(beq/p —a), ®)

and the corresponding asymptotic solution of the problem (5)—(6) is written as
follows:

Yo = (a — be?/PYeP?/% 4 pela/P)1=2) 9)



For concreteness, we further assume that p > 0, ¢ > 0, a > 0, and b > 0. If
a > be?/?, the function (9) decreases monotonically. If a < bed/?  the function (9)
increases monotonically (and very quickly) in a narrow region 0 < x < x,, where

2
Ty~ %m [i—q (1 _ %eq/p)}, (10)

and in the remaining region z, < x < 1 the solution decreases monotonically and
changes slowly enough. Substituting (10) into (9), we find the maximum value of
the required value y, = y(z,) ~ bet/P,

Fora =0,b=1,p = q = 1, ¢ = 0.005, the asymptotic solution (9) of the
problem (5)—(6) takes the form 3, = e!'=% — ¢!1729¢  In the narrow range 0 <
x < 0.02649 the function y, = y,(x) increases rapidly, and for 0.02649 < = < 1,
it slow decreases. The maximum difference between the asymptotic solution and
the exact solution (7) (in the interval 0 < z < 1) in this case is 0.0127.

When applying direct numerical methods for solving problems of this type, to
take into account the singularities of the solution in the boundary-layer region, it
is necessary to take sufficiently many points in a small neighborhood of the left
boundary. Therefore the use of uniform grids throughout the domain of variation
of the independent variable is connected with the necessity of partitioning the
segment 0 < x < 1 into a large number of intervals of integration. Standard
fixed-step programs require to involve unnecessarily many points N = O(1/¢)
for calculations [33].

We note that the derivatives of the solution (7) on the left boundary (in the
boundary-layer region) are very large. In particular, fora = 0,0 =1,p =q =1,
€ = 0.005, we have

(Ya)olomo =2 ee™" = 543.656,  (Ya)lrylomo = —ee 2.

Trr

Therefore, when using direct numerical methods for solving similar problems with
boundary layers, the shooting procedure should begin with large values of the
derivative (of order 1), which is a complicating factor.

2.2. The characteristic sizes of the boundary layer

In applications, the local thickness of the boundary layer is sometimes intro-
duced using the relation 6(x) = 1/]y| (see, for example, [14—16]). For the linear
boundary-value problem (5)—(6) with a small parameter, from formula (7) it fol-
lows that § = O(¢) in the boundary-layer region.



It is convenient to determine the total length (thickness) of the entire boundary
layer ¢, according to the relation:

ys(ét)
y0(5t)

where y.(z) = y(x,¢) is the solution of the problem under consideration, and
yo(x) = y(x,0) is the solution of the degenerate problem for ¢ = 0 (which cor-
responds to an asymptotic solution in the outer region and satisfies one boundary
condition), o is a small quantity that is specified by the researcher. When o = 0.01
the equation (11) means that on a certain boundary at the point = = ¢, the solution
in the boundary layer differs from the asymptotic solution in the outer region by
1%. In problems with a small parameter ¢, it is also reasonable to take 0 = ¢ in
the relation (11).

‘1— =0, (11)

Example 1. In the problem (5)-(6) for a = 0 and ¢ < 1, from the formulas (7) and
(11) we obtain
|Ino|

bh=¢ . (12)
p

In the particular case when p = g = 1, € = 0.005, the total length of the boundary layer,
according to the formula (12) for ¢ = 0.01, is approximately equal to J; ~ 0.023.

Setting 0 = ¢ in (11), we obtain the formula §; = ¢|Ine|/p from (12), which is
asymptotically equivalent to the right-hand side of the relation (10). For p = ¢ = 1,
€ = 0.005, this formula gives the length of the boundary layer &; =~ 0.026.

2.3. The order relation between the derivatives

We now derive one useful relation (which is a rather general) between the
derivatives in the boundary layer. Without loss of generality, we consider the
boundary layer on the left boundary.

We assume that inside the boundary layer, the principal term of the asymptotic
expansion of the solution as € — 0 has the form

T
Y = @(g) (13)

where ¢ = ¢(z) is a smooth function having bounded and non-vanishing deriva-
tives in some neighborhood of the point z = 0, and 6 = d(¢) is a function having
the property 6 — 0 as ¢ — 0. In the particular case of the linear problem (5)—(6),



itis necessary to set ¢(z) = (a—be?/?)e~*+be?/? and § = ¢/p in the formula (13).
By differentiating twice the formula (13) with respect to =, we find the derivatives

1 1
Y, = 590;(2)7 Yoz = ﬁsoé’z(@- (14)

Eliminating § from this, we obtain the order relation

el = O(yLl), (15)

which we will need later.

3. Method of non-local transformations. Numerical solution of boundary-
value problems

3.1. General description of the method of non-local transformations

We consider two-point problems for second-order differential equations with
boundary conditions of the first kind, which in dimensionless variables have the
form

You = f(@,y,9,) (0 <z <1); (16)
y(0) =a, y(1) =0, (17)

where the function f can also depend on the small parameter ¢ > 0.
We introduce a new non-local independent variable & by means of the first-
order differential equation and the initial condition:

& =gz, y,v,.8), £0)=0. (18)

Here g = g(z,y, ., ) is a regularizing function that can vary.
We represent the second-order equation (16) in the form of an equivalent sys-
tem two equations of the first order

Y, =2z, = f(z,y,2). (19)

Using (18), we pass from z to the new independent variable £ in (19) and (17).
As aresult, the boundary-value problem (16)—(17) is transformed to the following
problem for the system of three equations:

) 1 ) z , flxy,2)
= T\ = T = N 0 ;
T eyend T a0 K gmyang CSE8) 4

JZ(O) = 07 y(O) = a, y(gl) = b,



where the value &; is determined in the process of calculations according to the
condition z(&;) = 1.

If ¢ = 1, the first equation of the system (20), taking into account the initial
condition z(0) = 0, gives £ = x and numerical integration of the remaining two
equations is equivalent to the integration of the original problem (16)—(17). The
successfully chosen regularizing function ¢ = g(z,y, z,£) itself will determine
the location and density of integration points with respect to the original variables
2 and y and will allow to solve the problem (20) more accurately (for a given
number of grid points) by applying standard fixed-step numerical methods with
respect to £ [63-71].

Remark 3. In the particular case, when g = g(z, y, z), the new variable £, by integrat-
ing the equation (18), can be expressed in terms of the solution of the problem (16)—(17)
in the form of an integral

- / Cgle ) de, y=yla), == =2). 1)
0

Dependence (21) is non-local, since the variable ¢ is expressed in terms of the integral
of a function that depends on the initial variables = and y (we recall that local or point
transformations are much simpler and have the form { = g(x,y); some particular cases
of such transformations are considered in Sections 3.3 and 4.4).

3.2. Conditions to be satisfied by regularizing functions. Examples of regularizing
functions

For numerical solution of boundary-value problems, as well as for solving
Cauchy problems, it is reasonable to use regularizing functions of the form [52—
54]

g9 =Gz, [f1) = G, [yza)), (22)

where f = f(z,y, z) is the right-hand side of the equation (16) and z = y/.. The
following conditions are imposed on the function G = G(u, v):

G>0;, G,>0, G,>0; G—o0asu+v—o00; G(0,00=1, (23)

where © > 0, v > 0. The last relation in (23) is the normalization condition.

For singularly perturbed boundary-value problems (16)—(17) with a small pa-
rameter at the highest derivative, for which the right-hand side of the equation (16)
has the form f = e ' F(z,y, 2, ), where F(z,y,z,0) is a smooth function that
does not have singularities, when choosing regularizing functions, in addition to
the conditions (22)—(23), some other considerations should be taken into account.
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For g = 1 (in this particular case, non-local transformations are not applied) and
€ — 0 in the boundary-layer region, the right-hand sides of the last two equations
of the system (20) will tend to infinity since |z| — oo and |f| — oo; moreover,
the order relation | f| ~ 22 is valid, which follows from the formula (15). This cir-
cumstance considerably complicates numerical integration of the problem under
consideration and leads to the need to proportionally refine the grid spacing as
decreases.

It is possible to avoid refining the grid as ¢ — 0 and to work with a fixed
stepsize with respect to the non-local variable £ by using regularizing functions
satisfying the condition

|z|/g=0(1) as e—0 (24)

(in this case, the right-hand side of the second equation of the system (20) will
not have singularities for small ¢, and the third equation of this system in the
boundary-layer region will have a substantially smaller singularity than for g = 1).
In particular, we can choose regularizing functions having the asymptotics

g — myl|z| as |z| — oc; (25)
g = malf['? as |f] = oo, (26)
where m, and my, are positive constants of the order of unity.

Two-parameter regularizing functions of binomial form satisfy, for example,
the asymptotic conditions (25) and (26)

g = (1+k[z[)""; 27
g = (1+KLfI)", (28)
which in addition to the asymptotic conditions (25) and (26) also satisfy the nor-
malization condition (see the last condition in (23)). In the formulas (27) and (28)
there are positive constants k and s, which can vary.

We consider in more detail the regularizing function (27) for £ = 1. In this
case, the right-hand side of the second equation of the system (20) varies slightly
and will be bounded for any values of the derivative (and, respectively, as ¢ — 0),
where \yé] < 1. In the boundary-layer region, where the derivative z is large, we
have |yé] ~ 1, which leads to a linear dependence y ~ +£ + const. The right-hand
side of the third equation of the system (20) in the boundary-layer region, taking
into account the relation | f| ~ 22, becomes linear with respect to z; the right-hand
side of the first equation of the system (20) in the boundary-layer region is small,
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which corresponds to small changes in x for finite changes in £, which corresponds
to the essence of the matter. Outside the boundary layer, the system (20) does not
have qualitative features. Thus, the use of regularizing functions (27) and (28)
allows us to completely suppress the unbounded growth of the right-hand side of
the second equation of the system (20) as ¢ — 0 and to reduce (in comparison
with g = 1) the right-hand side of the third equation.

For non-monotonic solutions having points at which the derivatives y, = z
or y/ = f vanish, the regularizing functions (27) and (28) are not very effec-
tive. In such cases, more effective and sufficiently universal are, for example, the
regularizing functions of the form

g = (k1 + ko|z| + K| f)"/*; (29)
g = (k1 + ko2® + k3| f)'/2, (30)

which also satisfy the condition (24). The formulas (29) and (30) include the three
positive constants ky, ko, and k3, which can vary.

Remark 4. A sufficiently tough condition (24) can be weakened by replacing it by
|z|/g=0("7) as e&—0, 31

where 0 < o < 1. Since in the standard boundary layer |z| = O(e7!), then under the
condition (31), the right-hand side of the second equation of the system (20) will have a
weaker singularity for small £ than the original equation. For example, for g = (14| f])'/3
we have o = —1/3, which substantially reduces the order of the singularity. Regularizing
functions, satisfying the condition (31) for 0 < ¢ < 1, can work well for moderately
small values of € and usually lead to significant errors for sufficiently small £ < ey (0).

Remark 5. The local conditions (24) and (31), which are superimposed on the regu-
larizing functions in problems with a boundary layer, differ qualitatively from the more
complex integral (non-local) conditions that are used in Cauchy problems with blow-up
solutions [53].

Remark 6. If the right-hand side of the equation (16) does not depend on x (that is,
the equation is autonomous) and the regularizing function is chosen in the form (22), then
the second and the third equations of the system (20) form an independent subsystem that
is integrated independently of the first equation.

3.3. Degenerate (local) transformations. Two-grid method

The regularizing functions of special form, g = g(x, £), that do not depend on
the unknown function and its derivative, define degenerate transformations (18),
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for which the first equation of the system (20) is an isolated equation and can be
integrated independently of the other two equations. These transformations are
equivalent to the point (local) transformations of special form £ = £(z).

Numerical integration of linear boundary-value problems based on a point
transformation is considered in Section 4.4. Further in Section 7.1, we also de-
scribe the procedure of numerical integration of a boundary-value problem with
two boundary layers based on a combination of point and non-local transforma-
tions.

Methods, based on the use of a piecewise-uniform grid of the form (2), are
particular degenerate cases of the method of non-local transformations with a
piecewise-smooth regularizing function
(ahN if 0 <& < ahN,

— l
g (1 —a)hN

if ahN < ¢ <hN
(11

( — _
M ifo§£§M7
_ ) (1—a) l—«
L. oa(l=1) 1-1
1 f ———2~ <
\ "1 <§_1—a’

where h = h, is the stepsize with respect to the variable &.

3.4. Procedure of numerical integration of the transformed problem (20)

In this article, we apply a combination of the fourth-order Runge—Kutta method
with a fixed stepsize and a specific shooting procedure with Maple implementa-
tion [56, 70, 72, 73]. To solve the transformed nonlinear boundary-value prob-
lem for the system of three equations (20) with different regularizing functions
g = g(x,y,2,&), we apply the shooting method, that is an iterative numerical
method, the basic idea of which is to represent the original nonlinear boundary-
value problem in a new form, i.e. as a related initial value problem with initial
conditions at one endpoint, e.g.,

z(0) =0, y(0)=a, =2(0)=s, (32)

which include a parameter s that has to be determined from the boundary condi-
tion at the other endpoint. At this stage, we apply the fourth-order Runge—Kutta
method with a fixed stepsize. If this boundary condition is not satisfied to the
desired accuracy, the process is repeated with other initial conditions until the
desired accuracy is achieved.
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We describe in more detail how the length of the transformed integration in-
terval &; is determined. At first, for a given value of the parameter s, the solution
of the ODE system (20) with the initial conditions (32) is determined numerically.
To emphasize the dependence of this solution on s, for clarity, we denote it by
x=X(s),y=Y(,s), z= Z(&s). The computation process stops when &
reaches the value {; = & (s), which satisfies the condition X (&;,s) = 1 with the
given accuracy. Then we find the value s = s, for which the last condition in (20)
is satisfied. For this, we solve the nonlinear equation F(s) = Y (&,s) —b =0
by one of the root-finding numerical methods, for example, the Newton-Raphson
method. At the final stage, using the found value of the parameter s = s,, we ap-
ply the fourth-order Runge—Kutta method with a fixed step to obtain a numerical
solution of the problem under consideration (20).

The number of iterations which we need to achieve an acceptable accuracy
will depend only on the refinement algorithm for the parameter s (in our case, the
Newton—Raphson method). Since the dimension of the space is low, the compu-
tational cost of the described procedure is also low.

Note that for the method of solving singularly perturbed boundary-value prob-
lems described above, the number of grid points N = £ /h, where h is the stepsize
in the variable &, is an auxiliary (not the most important) calculation parameter.
The number N is useful for comparing the effectiveness of various regularizing
functions.

3.5. How to specify the initial condition for the derivative in the shooting method

For numerical solution of the problem (20) by the shooting method (from the
left), it is required to specify the initial condition for the derivative with respect
to the non-local variable y;(0) = yo. In what follows, we confine ourselves to an
analysis of problems for which the boundary layer is located on the left (in the
neighborhood of the point z = 0).

When choosing regularizing functions in the form (27), taking into account
that the initial derivative 3/, = z at the point x = 0 is large, from the second
equation of the system (20) we have

Ye(0) = (2/9)|o=0 =~ k~*sign 2.

Therefore, in particular, for £ = 1, the modulus of the initial shooting value yo =
yé(O) it is necessary to choose approximately equal to unit, |yo| ~ 1 (but slightly
less than 1).

When choosing the regularizing functions in the form (28), (29), or (30) with
k=0(1)and k, = O(1) (n = 1, 2, 3), for the shooting value of the derivative,
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in the general case, one can obtain only the order estimate |yy| = O(1) from the
relation (15).

4. Numerical integration of linear boundary-value test problems.
Comparison of the efficiency of various regularizing functions

4.1. Test problem for a linear homogeneous equation. Numerical integration
based on non-local transformations

In Fig. 1, the results of numerical solutions of the transformed problem (20)
(used for solving the original problem (5)—(6)) for f = —e !(pz + qy) and € =
0.005 with the regularizing function g = (1 + |z| + | f|)!/2, which are obtained
by the shooting method with the fixed stepsize h = 0.01 by using Maple, are
shown by circles for four sets of numerical values of the determining parameters:
a)p=q=1lLa=0,b=1landp=qg=1,a=-2,b=0and b)) p = —1,
g=1l,a=—-1,b=0andp=—1,q¢ =1, a = 0.5, b = 3. For the first two sets of
the numerical values, the shooting procedure is carried out from the left boundary
(from the point x = 0), and for the last two sets, from the right boundary (from
the point x = 1). It can be seen that there is a good coincidence between the
numerical solutions and the corresponding exact solutions, which are determined
by the formula (7) and are represented by solid and dashed lines.

Moreover, the numerical solution, x = z(§) and y = y(&), of this problem
obtained by the method of non-local transformations for g = (1 + |z| + |f])'/?,
€ =0.005,and p = q =1,a = 0, b = 1, is shown, respectively, by solid line and
dashed line, in Fig. 2 a) on the ¢-interval. The exact solution (7) of this problem
and numerical solution of the transformed problem (20) is shown, respectively,
by solid line and circles, in Fig. 2 b) on the z-interval for the same values of the
parameters. Also in Fig. 2 ¢) and d), we present the behavior of the absolute error
E, of the numerical solution of the transformed problem (20) for g = (1 + |z| +
| f)'/? and the same values of the parameters. The maximum absolute error in this
case is equal to 5.5355809 x 10~ and is located in the transition area between the
boundary layer and the outer region (near the extremum of the function y).

Table 1 shows the maximum absolute errors of the non-monotonic numerical
solutions! of the transformed problem (20), used for numerical integration of the

I'The absolute error of the numerical solution y, = y,(z) of some problem on the interval
0 < z < 1 is determined by the formula E, = Jmax |yn — Yel|, Where y. = ye(z) is the exact
_z_

solution of the same problem.
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Figure 2: a) Numerical solution of the problem (5)—(6) with ¢ = 0.005 obtained by the method
of non-local transformations (transformed problem (20)) with the regularizing function ¢ = (1 +
lz| + |f)Y2 forp =q=1,a = 0,b = 1: & = (&) (solid line) and yy = y(&) (dashed line);
b) Exact solution (7) (solid line) of the problem (5)—(6) with ¢ = 0.005 forp = ¢ =1, a = 0,
b = 1 and numerical solution (circles) of the transformed problem (20) for g = (1 + || + | f|)/2,
€ =0.005,andp =g =1,a =0, b = 1; ¢) and d) Absolute errors F, of numerical solutions
of the transformed problem (20) for g = (1 + |z| + | f])*/? and the same values of the parameters
(p=q=1,a=0,b=1), respectively, with respect to £ and .

16



The maximum absolute error of the numerical solutions of problem (5)—(6)

No. Regularizing function Stepsize 0.1 Stepsize 0.05 Stepsize 0.01
1 |g=1+|7] 0.047029578 0.013710597 | 0.000713696
2 | g= (142212 0.072753172 0.021452406 | 0.002093477
3 | g=(1+]f)? 0.000824707 0.000249922 | 0.000001663
4 | g=(1+ )4 0.001036473 0.000258455 | 0.000005012
5 [g=0+]f)Y3 0.008648850 0.001222802 | 0.000003785
6 | g=10+|fDY2/A +In(14]|f|*?)) | 0.021994979 0.002848291 0.000026123
7 | g=1+]z|+|f)? 0.000570299 0.000115649 | 0.000000554
8 | g=(1+|z|+|fDY/3 0.008780481 0.001073051 0.000002329
9 | g=(1+22+ f)Y2 0.003531054 0.000475305 | 0.000000102
10 | g=(1+2%2+ f2)W4 0.000900140 0.000213801 0.000001389
11 | g=(1+22+]|f])? 0.000559160 0.000109360 | 0.000000180
12 | g=1 process diverges | process diverges | 0.528189578

Table 1: Comparison of the efficiency of various regularizing functions for the transformed prob-
lem (20) used for numerical solution of the original problem (5)—(6) by the method of non-local
transformations fora = 0,b =1, p = ¢ = 1, € = 0.005, for three stepsizes.

original problem (5)—(6) by the method of non-local transformations for a = 0,
b=1,p=q =1, = 0.005 for three stepsizes h and eleven different regu-
larizing functions g. For comparison, similar data are also indicated for the case
g = 1, which corresponds to the direct numerical solution (without using trans-
formations) with the same stepsize with respect to x. It can be seen that four
functions (Nos. 3, 7, 10, 11) make it possible to obtain numerical solutions in
the entire region with high accuracy even with a sufficiently large stepsize (with
respect to ) equal to h = 0.1.

Table 2 shows the length of the interval & (0 < ¢ < &) in the transformed
problem (20), used for numerical integration of the original problem (5)—(6) by
the method of non-local transformations fora = 0,b=1,p =¢ =1, = 0.005
for three stepsizes h = 0.1, 0.05, 0.01 and different regularizing functions g. It can
be seen that the use of the function No. 9 leads to the maximum region of variation
of the non-local variable (0 < ¢ < 547.9 for h = 0.1 and 0 < ¢ < 545.98 for
h = 0.01) and a large number of grid points. We note that the range of variation of
the non-local variable £ for other regularizing functions ¢ in Table 2 for the same
stepsizes (h = 0.1 and h = 0.01) varies considerably less (from 0 < ¢ < 1.43 to
0 <& <10.6).

17



The length of the interval £; in the transformed problem (20) obtained from the problem (5)—(6)

No. Regularizing function Stepsize 0.1 | Stepsize 0.05 Stepsize 0.01
1 [g=1+]2 6.90 5.65 5.30
2 [g=(1+22)12 6.40 5.25 4.58
3 |g=1+]f)2 9.50 6.35 4.83
4 [g=0+)"" 9.50 6.35 4.61
5 |g=1+]|fHY? 7.00 3.85 2.01
6 |g=(1+]|f)Y2/(1+1In(1+|f]'/?)) 6.90 3.75 1.43
7 | g=0+]z[+]|f])? 9.50 6.35 5.27
8 | g=(1+]z[+]fN'? 7.00 3.85 2.24
9 |g=(1+z22+ )2 547.90 546.30 545.98
10 | g= (14224 A/ 9.50 6.35 4.80
11 | g=(1+22+]f)"/2 10.60 7.50 6.67

Table 2: The length of the interval of variation of the non-local variable £; (0 < & < &) in the
transformed problem (20) used for numerical solution of the original problem (5)—(6) for a = 0,
b=1,p = q = 1, ¢ = 0.005, for various regularizing functions and three stepsizes h =
0.1,0.05,0.01.

The maximum absolute error of the numerical solutions of problem (5)—(6)

No. Regularizing function N =100 N =200 N =500
1 [g=1+]7 0.022065809 | 0.001390730 | 0.000470727
2 | g=(1+2*)2 0.022538096 | 0.002860760 | 0.001162406
3 g=Q0+]f)2 0.000685290 | 0.000129855 | 0.000006104
4 [ g=(1+ 1 0.000732160 | 0.000231898 | 0.000005539
5 [g=@@+]|fHY? 0.000093283 | 0.000004065 | 0.000000118
6 |g=1+]|fNY2/(1+1In(1+|f]'/2)) | 0.000135996 | 0.000006656 | 0.000000148
7 | g= 1+ +|f)H? 0.000481694 | 0.000019363 | 0.000000765
8 | g=(1+|z[+ |3 0.000060213 | 0.000004002 | 0.000000070
9 |g=(1+22+ 312 0.029821881 | 0.027316539 | 0.022655875
10 | g=(1+22+ W4 0.000755412 | 0.000088372 | 0.000001114
11 | g= (14224 |f])Y? 0.000762107 | 0.000039963 | 0.000000667
12 [g=1 0.528189578 | 0.018983935 | 0.000288408

Table 3: Comparison of the efficiency of various regularizing functions for the transformed prob-
lem (20) used for numerical solution of the original problem (5)—(6) by the method of non-local
transformations fora = 0,b =1, p = ¢ = 1, € = 0.005, for a different number of grid points V.
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Table 3 shows the results allowing to compare the efficiency of various regu-
larizing functions that are used for numerical solution of the transformed problem
(20) fora = 0,0 = 1, p = ¢ = 1, € = 0.005, for a different number of grid
points N. Let us compare, for example, the maximum absolute errors of the
numerical solutions obtained with regularizing functions Nos. 7 and 12 (the lat-
ter solution was obtained without using transformations) with the same number
of grid points. In this case, for N = 100, the use of the method of non-local
transformations makes it possible to increase the accuracy of the numerical solu-
tion approximately 1100 times, and for N = 500, approximately 380 times (as
the number of grid points increases, the error of the numerical solution, obtained
without using transformations, gradually decreases). The function No. 9, which
corresponds to the arc length transformation [74, 75], is not very effective. The
most effective of the considered regularizing functions for a given ¢ is the function
No. 8 (the accuracy of which is approximately an order of magnitude higher than
that of the function No. 7) which also provides high accuracy in the numerical
solution of blow-up problems [52, 54-56].

Note that the functions No. 5 and 8, which give the best results in Table 3,
but do not satisfy condition (24), can lead to significant errors with a further de-
crease of ¢ (this limited applicability of these functions remains valid for other
test problems).

4.2. Test problem for a linear inhomogeneous equation. Numerical integration
based on non-local transformations

Test problem 2. Let us investigate another test boundary-value problem with a
small parameter for the second-order linear inhomogeneous equation:

Yoo + DY +7 =0 (0<z<1); y0)=a, y(1)=0», (33)

where a, b, p, and r are free parameters. The exact solution of the problem (33) is
written as follows:

_a=b—(r/p) e T b+ (r/p) — ae7P/¢
B T ST G4
Weseta =b=0,p =1, r = —1. The solution (34) is non-monotonic in this

case and is given by

1 1
e p o —

y= 1 e (35)
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and the transformed problem (20) takes the form

gv ) Zézg (0<&<&);

Here f = (1 — z)/e, and the value of &; is determined further in the solution
process, according to the condition z(&;) = 1.

The numerical solution, x = z(§) and y = y(&), of the transformed prob-
lem (36) obtained by the method of non-local transformations for g = (1 + |z| +
|f)Y2% e =0.005,a =b=0,p=1,r = —1, with a fixed stepsize h = 0.05
and using Maple, is shown, respectively, by solid line and dashed line, in Fig. 3
a) on the &-interval. The exact solution (35) of the problem (33) and numerical
solution of the transformed problem (36) is shown, respectively, by solid line and
circles, in Fig. 3 b) on the x-interval for the same values of the parameters. Also
in Fig. 3 ¢) and d), we present the behavior of the absolute error £, of the numer-
ical solution of the transformed problem (36) for g = (1 + |z| + |f])'/? and the
same values of the parameters. The maximum absolute error in this case is equal
to 1.5983852 x 10~* and is located in the transition area between the boundary
layer and the outer region (near the extremum of the unknown function ).

Table 4 shows the maximum absolute errors of the numerical solutions of the
transformed problem (36), used for the numerical solution of the original problem
(33)fora=b=0,p=1,r = —1, e = 0.005, for one hundred and two hundred
grid points and for eleven different regularizing functions g. For comparison,
similar data are also indicated for the case ¢ = 1, which corresponds to the direct
numerical solution of this problem (without using transformations) with the same
stepsize with respect to x. Qualitatively, the situation is similar to that considered
in (1).

e (36)

Remark 7. The results of [33] obtained by the two-zone division of the region (using
the asymptotic solution and additional optimization with respect to two grid parameters)
give an absolute error in the numerical solution of the problem (33) fora =b=0,p =1,
r = —1,e = 0.005 and N = 100 equal to 0.00092 (this error is about 2-37 times higher
than the error that can be obtained with the help of regularizing functions No. 3—10 of
Table 4).

Table 5 shows the maximum absolute error of the numerical solutions of the
transformed problem (36) for f = (1 — z)/c and the regularizing function g =
(1 + |z| + |f])*/?, used for the numerical solution by the method of non-local
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Figure 3: a) Numerical solution of the problem (33) obtained by the method of non-local trans-
formations (transformed problem (36)) with the regularizing function g = (1 + |z| + | f|)'/? for
a=b=0,p=1r = -1 = 0.005: z = z(£) (solid line) and y = y(&) (dashed line);
b) Exact solution (35) (solid line) of the problem (33) and the numerical solution of the trans-
formed problem (36) (circles) for g = (1 + |z| + |f))/?anda = b = 0,p = 1,7 = —1,
€ = 0.005; ¢) and d) Absolute errors F, of numerical solutions of the transformed problem (36)
for g = (1 + |2| 4 | f|)/? and the same values of the parameters (a = b = 0, p = 1,7 = —1),
respectively, with respect to £ and x.
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The maximum absolute error of the numerical solutions of problem (33) ‘

No. Regularizing function N =100 N =200
1 [g=1+]¢ 0.004600147 | 0.000069343
2 |g=(0+22)2 0.005874977 | 0.000069009
3 | g=(1+]|f)"? 0.000162597 | 0.000008100
4 | g=(1+ )" 0.000233108 | 0.000012153
5 |g=(1+]|fHY? 0.000024344 | 0.000000710
6 |g=(1+]z]+|f)"? 0.000215369 | 0.000006823
7 | g=1+22+]|f)V? 0.000205477 | 0.000009438
8 | g=(1+ |2+ D3 0.000026290 | 0.000001062
9 | g=6/In6,0=(1+|z|+|f])}/? | 0.000473114 | 0.000035329
10 | g=(1+2"+ A/ 0.000239924 | 0.000012717
11 | g=(1+2%+4 312 0.002338633 | 0.002125528
12 [g=1 0.197998050 | 0.007120559

Table 4: Comparison of the efficiency of various regularizing functions for the transformed prob-
lem 36), forp=1,r = -1, a=b=0, f = (1 — z)/e, used for the numerical solution of the
original problem (33) with ¢ = 0.005 by the method of non-local transformations for a different
number grid points V.

transformations of the original problem (33) forp = 1,7 = —1,a = b = 0 and
for different values of h and . Note that the length of the integration interval
with respect to £ (0 < € < &nay) in this problem for 1072 < ¢ < 5 x 107* and
the stepsize h = 0.1 varies in the range 5.0 < &« < 67.1, and for the stepsize
h = 0.01, in the range 3.3 < {pax < 8.5 (if107° < e <10 *and 0.1 < h < 0.01,
for a rough estimate we can use the formula &,,,x = 0.33h/¢).

4.3. Variation of determining coefficients of the regularizing functions

Numerical solutions, obtained by the method of non-local transformations,
can be refined using the variation of the appropriate determining coefficients of
the regularizing functions. Let us demonstrate this with the example of three
simple functions.

Table 6 shows the results of using regularizing functions of the form (27) (with
k = |lne|™) and (28) (with & = |Ing|™ and k¥ = |Ine|~?) that were applied
for numerical solution of the transformed problem (20) in Test problem 1 for
a different number of grid points N. Comparison with the data represented in
Table 3 shows that in this case the maximum absolute errors are much less than in
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The maximum absolute error of the numerical solutions of problem (36)

€ Stepsize 0.5 Stepsize 0.1 Stepsize 0.05 Stepsize 0.01
10~2 0.01669480626141 | 0.00054035050047 | 0.00010017486513 | 0.00000011636415
5 x 1073 | 0.01725729158945 | 0.00062067791539 | 0.00013626986857 | 0.00000069674282
1073 0.01784086262805 | 0.00069322168092 | 0.00016824678413 | 0.00000549692469
5x 107% | 0.01792981095115 | 0.00070526113643 | 0.00017340917444 | 0.00000608694315
1074 0.01800349564889 | 0.00071699675486 | 0.00017847722961 | 0.00000692742385
5x 107° | 0.01801286411146 | 0.00071865293123 | 0.00017925906643 | 0.00000705440151
107° 0.01802038524283 | 0.00072001599693 | 0.00017991913800 | 0.00000717070013

Table 5: The maximum absolute error of the numerical solutions of the transformed problem (36)
with the regularizing function g = (1+|z|+|f|)'/? (used for the numerical solution of the original
problem (33) for p = 1, r = —1, a = b = 0) for three stepsizes with different e.

the case of using the constant £ = 1 in regularizing functions of the form (27) and
(28).

’ The maximum absolute error of the numerical solutions of problem (5)—(6) ‘

No. Regularizing function N =100 N =200
1 | g=1+|Ing| 2] 0.001824574 0.000204348
2 |g=(1+ llne\’l\f|)1/2 0.000415227 0.000024906
3 |g=(1+ ]1n5\’2\f|)1/2 0.000351332 0.000020161

Table 6: Comparison of the efficiency of various regularizing functions of the form (27) and (28)
for the transformed problem (20) used for numerical solution of the original problem (5)—(6) by
the method of non-local transformations fora = 0,b = 1, p = ¢ = 1, ¢ = 0.005, for two different
number of grid points V.

4.4. Numerical integration linear problems based on a point transformation

For numerical integration of singularly perturbed boundary-value problems
one can also use point transformations that correspond to degenerate regularizing
functions of the form g = g(x,&). Without delving into this topic (which is not
the main one here), we confine ourselves to an example of the use of concrete
point transformation.

Example 2. Take the regularizing function

g=1+k(p/e)e /e, (37)
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MAE of the numerical solutions of problem (5)—(6) witha =1,b=0,p=q¢ =1

Regularizing function N =100 N =200
1] g=1+ (e|lne|)~Te /% 0.002126032 0.000071843
2 [ g=1+e e ®/F(1 +|Inele=/5)~1 | 0.000896657 0.000026256
3] g=1+ (c|Ine])~te=®/5(1 +e*/5)~1 [ 0.001683419 |  0.000061345 |

|
|

MAE of the numerical solutions of problem (5)—(6) witha =0,b=1,p=q¢=1 ‘

Regularizing function N =100 N =200
1| g=1+ (¢|Ing|)~te o/® 0.005807859 0.000196235
2 | g=1+ete (1 + |Inele®/) ! 0.002448877 0.000071669
| 3] g=1+ (c|Ine])Te=*/5(1 + e=*/%)~1 | 0.004598729 0.000167563 |
’ MAE of the numerical solutions of problem (33) witha =b=0,p=1,r = —1 ‘
Regularizing function N =100 N =200
1| g=1+ (¢|Ing|)~te o/® 0.002134995 0.000071675
2 | g=1+ete (1 + |Inele /) ! 0.000895610 0.000026040
| 3] g=1+ (c|Ine])Te */5(1 + e /%)~ | 0.001690464 0.000061342 |

Table 7: Comparison of the efficiency of degenerate regularizing functions of the form (38) for the
transformed problem (20) used for numerical solution of the original problems (5)—(6) and (33)
by the method of non-local transformations for € = 0.005 for a different number of grid points V.
The MAE abbreviation, which stands for “maximum absolute error’”, is used.

in which the expression (p/c)eP*/¢ is equal to the modulus of the derivative of the solu-
tion of the problem (5)~(6) for ¢ = 0, a = 1, b = 0, that is (p/e)e P*/¢ = |(e~P*/¢)’ |,
and k is a coefficient that can vary. The function (37) is a simplified analogue of the regu-
larizing function (27) with s = 1, in which the derivative of the required function z = y/,
is formally replaced by the derivative of this simplest auxiliary problem (for quasilinear
equations of the form (1) with boundary conditions (6) in the boundary-layer region, these
derivatives differ only by the constant factor, if we set p = p(0)).

For the regularizing function (37), from the first equation of the system (20) we find
the connection between the new and old independent variables

§=1+k— ke /e, (38)
which is a point transformation.

In Table 7 we show the results for estimating the efficiency of degenerate regularizing
functions of the form (34) that are used to integrate the system (20) obtained with the
transformation (38) from the problems (5)—(6) and (33) for a different number of grid
points N.
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In (37), we choose the coefficient & = 1/|In¢|, which decrease sufficiently with
decreasing ¢ (a similar factor is included in function No. 1 of Table 6). From the com-
parison of the data in Tables 3 and 4 it can be seen that degenerate regularizing functions
of the form (37) also can be used, but they are somewhat inferior in efficiency to certain
non-local regularizing functions.

In addition to the function (37), in Table 7, we also consider two other appropriate
regularizing functions that have qualitatively similar asymptotic properties and correspond
to point transformations.

5. On the choice of regularizing functions: a qualitative analysis

5.1. Problems with monotonic solutions. Properties of some regularizing
functions

We first consider the boundary-value problem for the second-order linear equa-
tion with constant coefficients (5)—(6) fora = 1,6 =0,p = ¢ = 1, = 0.005. The
exact solution of this problem is monotonic and is determined by the relations (7),
the asymptotic solution is described by the simple formula y, = ¢~2°*, By intro-
ducing the non-local variable (18), the problem for one equation (5)—(6) is trans-
formed to the problem for the system of equations (20), where f = —e (2 + y)
and z = 7.

We carry out a qualitative analysis of the second equation of the system (20)
for some regularizing functions g. To do this, we investigate the behavior of the
function ® = z/g (this is the right-hand side of the second equation) in the plane
&, ® for various functions g on the solution of the problem under consideration.

For ¢ = 1, which corresponds to a direct numerical solution (without using
transformations with £ = x), the function ® increases monotonically rapidly from
—198.995 to 0 near the point x = 0, see Fig. 4a (solid line). Therefore, in order to
obtain adequate numerical solutions on the basis of a uniform grid, in this case it
is necessary to take a large number of points N. In Fig. 4a, similar curves are also
shown for the regularizing functions g = 1+ |2| (dashed line) and g = (1 + 22)1/2
(squares). Both curves change in a narrow band —1 < ¢ < 0 and have the
form of a step, in the vicinity of which large gradients are observed (therefore, in
calculations with a uniform grid with respect to £, we must also take a sufficiently
large number of points /V, but substantially less than for g = 1).

In Fig. 4b, we show the three curves ® = ®(¢) for functions g = (1 + | f|)'/,
g=(1+|z|+|f)"? and g = (1 + 2>+ | f])/? (the first two curves in this figure
are indistinguishable). All these curves change rather slowly in a narrow band
—1 < & < 0 and have moderate derivatives. Therefore, for these regularizing
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Figure 4: Dependency @ on £ in the problem (5)—(6) fora = 1,b =0, p = ¢ = 1, ¢ = 0.005 for
the regularizing functions: a) g = 1 (solid line), g = 1 + |z| (dashed line), and g = (1 + 22)!/2
(squares) and b) g = (1 +|f|)*/? (solid line), g = (1 +|z| +|f])/? (squares), and g = (1 + 22 +
|£])*/? (dashed line).

functions, in the numerical integration of the system (20), one can use a uniform
grid with respect to £ with a sufficiently small number of points N.

5.2. Problems with non-monotonic solutions. Properties of some regularizing
Jfunctions

We again consider the boundary-value problem for the second-order linear
equation (5)—(6) fora = 0,0 =1, p = ¢ = 1, ¢ = 0.005. The exact solution of
this problem is non-monotonic and is determined by the relations (7), the asymp-
totic solution is given by the formula y, = e!=® — e!72%%¢, Using the non-local
variable (18), the problem for one equation (5)—(6) is transformed to the problem
for the system of equations (20). As before, we will carry out a qualitative anal-
ysis of the second equation of the system (20) for f = —e~'(z + ) and various
functions g.

For g = 1, which corresponds to a direct numerical solution for ¢ = z, the
function & = z/g varies within a wide range of —2.589 < & < 540.917, is non-
monotonic and changes abruptly near the point ¢ = 0, see Fig. 5a. In order to
obtain adequate numerical solutions on the basis of a uniform grid, in this case
it is necessary to take a large number of points V. In Fig. 5a, we show similar
curves for the regularizing functions g = 1 + |z|"/? and g = (1 + 22)'/2. These
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Figure 5: Dependency @ on £ in the problem (5)—(6) for a = 0, b = 1, ¢ = 0.005 and regularizing
functions: @) g = 1 (solid line), g = 1 + || (dashed line), and g = (1 + 22)'/2 (dash-dotted line),
and b) g = (1+|z|+|f])*/? (solid line), g = (1+22+]|f|)/? (dashed line) and g = (1+2*+ f2)1/4
(dash-dotted line).

curves change in the band —1 < & < 1 and have the form of a non-smooth
step, in the vicinity of which large gradients are observed; for a uniform grid with
respect to &, it is also necessary to take a sufficiently large number of points N
(qualitatively, the situation is similar to that described in Section 5.1 for these g).

The curve ® = ®(&) for g = (1 + |z| + | f|)'/? (see Fig. 5b) is much more
flat, than curves on Fig. 5a; test calculations show that we can use a uniform grid
with respect to ¢ with a sufficiently small number of grid points N. In Fig. 5b we
also show the curves ® = ®(¢) for two other functions, g = (1 + 22 + | f|)'/? and
g = (1+2*+ )Y/, Both curves gradually change in a narrow band —1 < ® < 1,
have the appearance of a smooth-step function, and have not too large values of the
derivatives. Therefore, for these regularizing functions, in numerical integration
of the transformed system (20) we can use a uniform grid with respect to £ with a
moderate or relatively small number of grid points V.
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6. Asymptotic and numerical solutions of linear and non-linear singularly
perturbed boundary-value problems with a small parameter

6.1. One class of non-linear boundary-layer type problems. Asymptotic solutions

Consider a two-point quasilinear boundary-value problem

ey, +0(x)ys + gz, y) =0 (0 <z <1); (39)
y(0)=a, y(1)=0, (40)

which generalizes the linear problem (5)—(6). We assume that the functions p(z) >
0 and ¢(z, y) are such that the problem (39)—(40) has a unique solution.

In the general case, it is impossible to represent the solution of the problem
(39)—(40) in a closed analytical form. Therefore, to obtain an approximate solu-
tion as € — 0, we use the method of matched asymptotic expansions [4, 5, 8, 11,
56].

Let po = p(0). Then, as ¢ — 0, near the left boundary = = 0, a boundary
layer is formed, called the inner region. In this region, the last term of Eq. (39)
can be neglected. The leading term of the asymptotic expansion of the solution in
the boundary-layer region has the form

y=c(l—e®)+a, 71=x/e, 0<7<0(1), (41)

where 7 is the boundary-layer (stretched) variable, c is a constant that is deter-
mined further in the solution process.

In the outer region O(¢) < x < 1, the first term of the equation (39) can
be neglected also and the leading term of the asymptotic solution of the of the
problem under consideration is determined from the truncated equation and the
second boundary condition:

p(x)y, +q(z,y) =0;  y(1)=0b. (42)
Let
Ye = 96(37) (43)

be the solution of the problem (42).
The internal and external solutions (41) and (43) must be consistent (matched),
i.e. the condition

Yi(T — 00) = ye(z — 0), (44)
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must be satisfied, which allows us to determine the constant ¢ occurring in (41):
¢ =19(0) — a. (45)

The composite asymptotic solution of the problem (39)—(40), which is uni-
formly applicable throughout the domain 0 < x < 1, is defined by the formula

y = [a—4(0)]e ™ + ye(x) = [a — ye(0)]e™ P/ + ye (). (46)
Differentiating twice the formula (41) with respect to x, we find the derivatives
in the boundary-layer region:

2
1 PO —(po/e)a no_ _Po o/ @7

T ) xxr

€ g2

It is seen as ¢ — 0, both derivatives in the domain 0 < x < O(e) are large, and
there is a connection between the derivatives

Y| = ¢ le@/Om |y 12 (48)

which is a particular case of the order relation (15).
In the problem (39)—(40) for @ = 0 and ¢ < 1, the length of the boundary
layer is determined by the formula (11) with p = py.

6.2. Asymptotic, exact, and numerical solutions of linear boundary-layer type
problems
We consider the boundary-value problem for a second-order linear equation
with variable coefficients

Yy + (@)Y, +q(@)y =7(x) (0<z<1); y(0)=a, y(1)=>0, (49

which generalizes the problem (5)—(6). In the general case, it is impossible to
obtain an exact solution of the problem (49) in a closed form. For some functions
p(x), q(z), and r(z), the exact solutions of the equation (49) can be found, for
example, in [13, 56].

Let p(z) > 0 for 0 < 2 < 1. Omitting the intermediate calculations (which
are carried out according to the scheme described in [5, 11] and Section 6.1), we
give the composite asymptotic solution of the problem (49) as ¢ — 0:

y = la— ye(0)]e" ™/ 4 ye(x),  po = p(0),

(R 1 50
) = bB() - B(@) | % E(w):exp[/ %dc}. 0
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We now consider, in more detail, a particular case of the problem (49) for
q(z) =r(z) =0:

e + 0@y, =0 (0<z<1); y(0)=a, y)=0, (51)
assuming that the conditions
plx) >0 at 0<x<1; pr)~px" a z—0;, n>0 (52)

are valid. We note that similar problems for n = 1 and n = 2 are often encoun-
tered in the theory of diffusion (thermal) boundary layer [14-16].
The exact solution of the problem (51) is determined by the formula

y=a+(b—a) ﬁgi I(x) = /0 P(t)dt, P(x) = exp {—é /0 xp(t)} d.

(53)

Test problem 3. For the power function p(x) = pyz™, the solution (53) of the
problem (51) takes the form

y=a+ (b— a)%, I(z) = /090 exp [—g(np—il)tnﬂ] dt (54)

and can be expressed in terms of the incomplete gamma function as follows:

n+1 T
’y(y’ i ) ) ’y(lj’ Z) - / 6_7-7—V_1 dT’
7(”7 K’) 0
N . N
n+1’ e(n+1)

y=a+(b—a)
(55)

Formula (55) defines an asymptotic solution of the problem (51) as ¢ — 0
when the conditions (52) are satisfied.
We calculate the derivative on the left boundary of the solution:
b—a L n_ - .
Yolomo = = (b—a)py ™ (n+ 1)+ 1y (v, K)e nHT
b (56)

_1 n 1
~ (b—a)pgtt (n+ 1)+l (v)e nil,

where I'(v) = [~ e "7~ ! dr is the gamma function. It can be seen that in this

1
case the thickness of the boundary layer is proportional to e »+1 (and greater than
e forn > 0).
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Figure 6: a)—numerical solution, x(£) (solid line) and y(&) (dashed line), of the problem (57)
in the transformed variable domain (§); b)—The exact solution (solid line), the asymptotic so-
lution (squares), and the numerical solution of the problem (57) (circles) in the original variable
domain (x). Numerical solutions are obtained by the method of non-local transformations with
the regularizing function g = (1 + | f|)!/? for ¢ = 0.005.

Test problem 4. We consider the boundary-value problem
Yy, tsin(@)y, =0 (0<z<1); y0)=0, y(l)=1, (57

which is a particular case of the problem (51) for p(z) = sin . The exact solution
of the problem (57) is determined by the formula (53) with I(z) = [ e(cst=D/5d¢
(a = 0, b = 1), and the asymptotic solution for small ¢ is determined by the
formula (54) with I(z) = [ e "/®)dt (a = 0, b = 1).

In Fig. 6, the exact and asymptotic solutions of the problem (57) for ¢ = 0.005
are shown by the solid line and squares, the circles correspond to the numerical
solution of this problem obtained by the method of non-local transformations us-
ing the system of equations (20) with the regularizing function g = (1 + | f|)*/?
and the fixed stepsize h = 0.01. The maximum absolute error of the numerical
solution in this case 1s 0.000334646.

6.3. Asymptotic, exact, and numerical solutions of non-linear boundary-layer
type problems
Test problem 5. We consider the boundary-value problem for a second-order
equation with exponential nonlinearity

eyl oyl +ke® =0 (0<z<1); (58)
y(0) =a, y(1) =0 (59)
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The problem (58)—(59) is a particular case of the problem (39)—(40) for p(z) =
p = const and ¢(z,y) = keP¥ (similar heat transfer problems with a kinetic func-
tion of exponential type occur in combustion theory [76, 77]). Note that the prob-
lem (58)—(59) forp =2,k = 3 =1, a = b = 0 was considered in [78, 79].

Letp > 0, k # 0,0 < ¢ < 1, and the condition e=* — (k3)/p > 0 be
satisfied.

In the inner region (boundary-layer region), 0 < x < O(e), the leading term
of the asymptotic solution of the problem (58)—(59), satisfying the first boundary
condition (59), is determined by the formula (41), in which it is necessary to set

Po = Dp:
yi=c(l—e?)4+a, 71=u2u/¢, (60)
where c is a constant, which is determined further in the solution process.
In the outer region, O(e) < x < 1, the first term of the equation (58) can be
neglected and the leading term of the asymptotic solution of the problem (58)—

(59) is found from the truncated equation py’, + ke’¥ = 0. Its solution, satisfying
the second boundary condition (59), has the form

- [e—bﬂ + Lo 1)} (61)

The inner and outer solutions (60) and (61) must satisfy the matching condition
(44), which allows us to determine the constant ¢ appearing in (60):

c= —% In (ebﬂ — @) —a. (62)

The composite asymptotic solution of the problem (58)—(59), uniformly applica-
ble throughout the domain 0 < x < 1, is defined by the formula

Yy = {a + % ln(e_bﬁ — %)} e7Pr/E %ln {e_bﬁ + %(x —-1)]. (63)

For the maximum value of the unknown value we obtain

= el = = e = (k/p)5).

In Fig. 7, the asymptotic solution (63) of the problem (58)—(59) fora = b = 0,
p=1%k=209 8 =1,¢ = 0.005 is shown by the solid line. The circles
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Figure 7: a)—numerical solution, x(§) (solid line) and (&) (dashed line), of the transformed
problem (20) in the transformed variable domain (§); b)—Asymptotic solution (63) (solid line) of
the original problem (58)—(59) and numerical solution of the transformed problem (20) (circles)
in the original variable domain (x). Numerical solutions are obtained by the method of non-local
transformations with the regularizing function g = (1 4 |z| + |f|)}/? fora = 0,b = 0,p = 1,
k=0.908=1,e=0.005.

represent the results of the numerical solution of the corresponding transformed
problem (20) with the regularizing function ¢ = (1 + |z| + |f|)'/?, obtained by
the shooting method (from the point x = 0) with the stepsize h = 0.01 by using
Maple. The maximum module of the difference between the asymptotic and nu-
merical solutions is in the neighborhood of the extremum of the function y = y(x)
(at z = 0.022350878) and is equal to 0.082941959. The maximum module of the
difference between the numerical solutions for h = 0.01 and h = 0.005 (the step-
size is reduced by half) is equal to 1.0 - 107 (i.e., 0.082941959 — 0.082941960).

Test problem 6. We now consider the boundary-value problem with power
nonlinearity

YDy, —ky™ =0 (0 <z <1); (64)

y(0)=a, y(1)=1b, (65)

which is a particular case of the problem (39)—(40) for p(z) = p = const and
q(z,y) = —ky™ (similar problems are encountered in the theory of convective

mass transfer in the presence of a bulk chemical reaction of the m th order [15,
16]).

Leta > 0,0 >0,p >0,k >0, m > 0(n # 1), and the condition
b= + (k/p)(m — 1) > 0 be satisfied.
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Figure 8: Asymptotic solutions (67) of the original problem (64)—(65) form = 2, p = k = 1,
€ = 0.005 (solid lines) and the corresponding numerical solutions of the transformed problem (20)
(circles) obtained by the method of non-local transformations with the regularizing function g =
(1 + | f])*/? for two boundary conditions: @) a = 0,b = 1andb) a = b = 1.

As ¢ — 0, the solution of the problem (64)—(65) in the boundary-layer region,
as in test problem 5, is given by the formula (60), and in the outer region the
solution has the form

1

) k Tm

y = [b _m—l-—(l—m)(x—l)} . (66)
p

The composite asymptotic solution of the problem (64)—(65), uniformly applica-

ble throughout the domain 0 < x < 1, is defined by the formula

1

o ) R R (e T
(67)

In Fig. 8, the asymptotic solutions (67) of the problem (64)—(65) are shown
by solid lines for p = k£ = 1, ¢ = 0.005, for the second-order reaction m = 2,
for the boundary conditions: @) a = 0, b = 1 (monotonic solution) and b) a =
b = 1 (non-monotonic solution). The circles show the results of the numerical
solutions of the corresponding transformed problem (20) with the regularizing
function g = (1 + | f])*/2, obtained by the shooting method (from the point 7 =
0) with the stepsize h = 0.01 by using Maple. The maximum module of the

34



difference between the asymptotic and numerical solutions fora = 0, b = 1 is
equal to 0.00209386763545. The maximum module of the difference between the
numerical solutions for ~ = 0.01 and A = 0.005 (the stepsize is reduced by half)
is equal to 3.4286 - 1071 (i.e., [0.00209386763545 — 0.00209386797831}).

Test problem 7. We now consider a more complicated boundary-value problem

ey 4 eV Myl —e?VT =0 (0<x<1); (68)
y(0) =a, y(1) =0, (69)

where the equation (68) does not belong to the class of equations (39).

The substitution © = y — z transforms this equation to the autonomous equa-
tion eul, + e"u/, = 0 that is easily integrated: by introducing a new variable
v(u) = u, it is reduced to a first-order linear ODE v], 4+ e* = 0. The general
solution of the equation (68) has the form

1
y=—1In (ce—’“/a + E) + . (70)

The integration constants ¢ and k are determined from the transcendental sys-
tem of equations

1 1
c+ = e, ce M4 = e!?, (71)
obtained by substituting the expression (70) into the boundary conditions (69) and
by performing elementary transformations.
As ¢ — 0, the asymptotic solution of the system (71) is given by the formulas

c=e%—el7t  k=eth (72)

We note that the asymptotic solution (72) exactly satisfies the first the equation
of the system (71), and the residual of the second equation of this system when
a > 0and b > 0 is less than 3e—1/(e2),

The numerical solution, x = z(§) and y = y(&), of the transformed prob-
lem (20) obtained by the method of non-local transformations for g = (1 + 2% +
|f)/2, e =0.005,a = 0,b = 0, and applying the shooting method (from the point
x = 0) with a fixed stepsize h = 0.01 by using Maple, is shown, respectively, by
solid line and dashed line, in Fig. 9 @) on the £-interval. The asymptotic solution
(70) with (72) of the problem (68)—(69) and numerical solution of the transformed
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Figure 9: a)—numerical solution, x = () (solid line) and y = y(&) (dashed line), of the
transformed problem (20) in the transformed variable domain (§); b)—Asymptotic solution (70)
with (72) (solid line) of the original problem (68)—(69) and numerical solution of the transformed
problem (20) (circles) in the original variable domain (z). Numerical solutions are obtained by
the method of non-local transformations with the regularizing function g = (1 + 22 4 | f|)*/? for
a = b =0, e = 0.005 with the stepsize h = 0.01. ¢) and d) Absolute errors E, of the numerical
solutions of the transformed problem (20) for g = (1 + 2% + |f|)'/? and the same values of the
parameters, respectively, with respect to ¢ and x.

problem (20) is shown, respectively, by solid line and circles, in Fig. 9 b) on the z-
interval for the same values of the parameters. Also in Fig. 9 ¢) and d), we present
the behavior of the absolute error F, of the numerical solution of the transformed
problem (20) for g = (1 + 22 + |f|)/? and the same values of the parameters.
The maximum modulus of the difference between the asymptotic and numerical
solutions is 5.6723604 x 1078, In this case, the difference between the asymptotic
and the exact solutions is far beyond the limits of the accuracy of our calculations,
and the corresponding curves for exact and asymptotic solutions coincide on the
figure.

Table 8 shows the results allowing to compare the efficiency of various reg-
ularizing functions for numerical solutions of the transformed problem (20) used
for the numerical integration of the original problem (68)—(69) by the method of
non-local transformations for a = b = 0, € = 0.005, for a different number of grid
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points V. It can be seen that five functions (Nos. 2—-6) make it possible to obtain
numerical solutions of the problem with high accuracy.

] The maximum absolute error of the numerical solutions of problem (68)—(69) ‘

No. Regularized function N =100 N =200
1 [g=1+]¢ 0.001577514 0.000010978
2 | g=(1+]|fHY? 0.000022049 0.000000828
3 | g=(1+|z|+|f)Y? 0.000015480 0.000000615
4 | g=(1+]z|+|f)Y3 0.000004609 0.000000240
5 |g=Q0+z22+]|f)Y? 0.000023103 0.000000841
6 | g=(1+z'+ /" 0.000029709 0.000001437
7 lg=1 0.484249953 0.024531231

Table 8: Comparison of the efficiency of various regularizing functions for the transformed prob-
lem (20) used for the numerical solution of the original problem (68)—(69) by the method of non-
local transformations for a = b = 0, e = 0.005 for a different number grid points V.

Test problem 8. We now study the non-linear boundary-value problem

Ypt Py + Yy, =0 (0<z<1); (73)
y(0) =a, y(1)=1, (74)

which also admits an exact solution. We note that the equation (73) is not included
in the class of equations (39).

The substitution u(y) = y., transforms the autonomous equation (73) to a first-
order linear ODE w;, + py + ¢ = 0. Integrating it, we can obtain a general solution
of the equation (73) in the form

c(l— Ae_“’”/e) q
= - =, 75
Y p(l+ Ae—cw/s)  p (75)

The constants of integration A and c are determined from the algebraic system of
equations

1—A 1— Ae~¢/¢
1+ A g P 1+ Ae—c/e

c —q = bp, (76)

which arises as a result of substituting the expression (75) into the boundary con-
ditions (74). For ap + ¢ > 0, bp + ¢ > 0, and ¢ — 0 the asymptotic solution of
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the system (76) is given by the formulas

(b—a)p

= " c=bp+g 77
(a+b)p+2q cTopTd 7

Note that for a = b, the asymptotic solution (77) is exact for any €. In addition,
the asymptotic solution (77) exactly satisfies the first equation of the system (76),
and the residual of the second equation of this system is of the order of e~ (tP+a)/
ase — 0.

For a = q = 0, the asymptotic solution of the problem (73)—(74) has the form

b(1 — e~tre/e)

1+ e—bpz/e (78)

y =
The numerical solution, x = z(£) and y = y(&), of the transformed prob-
lem (20) obtained by the method of non-local transformations for g = (1 + 2% +
|fDY%, e =0.005a=0,¢=0,b=1,p= 1, and applying the shooting method
(from the point x = 0) with a fixed stepsize h = 0.01 by using Maple, is shown,
respectively, by solid line and dashed line, in Fig. 10 a) on the &-interval. The
asymptotic solution (78) of the problem (73) and numerical solution of the trans-
formed problem (20) is shown, respectively, by solid line and circles, in Fig. 10
b) on the z-interval for the same values of the parameters. Also in Fig. 10 ¢) and
d), we present the behavior of the absolute error £, of the numerical solution of
the transformed problem (20) for g = (1 + 2% + | f|)*/? and the same values of
the parameters. The maximum modulus of the difference between the asymptotic
and numerical solutions is 1.7385554 x 1075. In this case, the difference between
the asymptotic and the exact solutions is far beyond the limits of the accuracy of
our calculations, and the corresponding curves for exact and asymptotic solutions
coincide on the figure.

Table 9 shows the maximum absolute errors of the numerical solutions of the
transformed problem (20), used for the numerical solution of the original problem
(73)~(74) fora = ¢ = 0, b = p = 1, ¢ = 0.005 for three stepsizes h and eight
different regularizing functions g. For comparison, similar data are also indicated
for the case g = 1, which corresponds to the direct numerical solution (without
using transformations) with the same stepsize with respect to x. It can be seen
that the functions Nos. 5—6 make it possible to obtain numerical solutions with
high accuracy. Unsatisfactory results for function No. 2 can be explained by the
fact that in this case a degeneracy occurs at the initial point, where the second
derivative vanishes, f|,—o = 0; therefore, the function g = (1 + |f|)'/? cannot
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Figure 10: @)—numerical solution, z(£) (solid line) and y(&) (dashed line), of the transformed
problem (20) in the transformed variable domain (&); b)—Asymptotic solution (78) of the original
problem (73) (solid line) and numerical solution of the transformed problem (20) (circles) in the
original variable domain (z). Numerical solutions are obtained by the method of non-local trans-
formations with the regularizing function g = (1 4 22 + |f|)"/? fora = 0,¢ =0,b=1,p =1,
€ = 0.005 with the stepsize h = 0.01. ¢) and d) Absolute errors E, of the numerical solution of
the transformed problem (20) for g = (1 + 2% + | f|)!/? and the same values of the parameters,
respectively, with respect to £ and .
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suppress here the growth of the right-hand side of the second equation of the

transformed problem (20).

’ The maximum absolute error of the numerical solutions of problem (73)—(74)

No. Regularized function Stepsize 0.1 Stepsize 0.05 Stepsize 0.01
1 |g=1+|7] 0.018407343 0.004235485 0.000137385
2 |g=1+]|fHY? 1.088190274 0.376921099 | 0.021473151
3 | g=(1+|z]+|f)? 0.024998597 0.006396240 | 0.000193013
4 [ g=(1+|z|+]|fH¥3 0.055499931 0.017771942 | 0.000610856
5 |g=1+22+]|f)V? 0.000854733 0.000181091 0.000001739
6 |g=(1+z21+ )t 0.000614256 0.000159447 0.000003203
7 |g=1 process diverges | process diverges | 0.019513818

Table 9: Comparison of the efficiency of various regularizing functions for the transformed prob-
lem (20) used for the numerical solution of the original problem (73)—(74) by the method of non-
local transformations fora = ¢ = 0, b = p = 1, ¢ = 0.005 for three steps.

Remark 8. The function (75) with constants (77) is the exact solution of the equation
(73) (in the semi-bounded region 0 < = < oo0) with the boundary conditions y(0) = a
and y(o0) = b.

Remark 9. The equation (73) describes a family of exact travelling wave solutions of

the Burgers equation u; + uu, = €u,, [80], in which it is necessary to set u = —py(x),
where x = z — qt.

7. Boundary-value problems with two boundary layers

7.1. Problem for linear homogeneous equation. Numerical solution based on
a combination of point and non-local transformations

Let us now demonstrate the possibility of applying a combination of point and
non-local transformations for numerical integration of problems with two bound-
ary layers.

We consider the boundary-value problem for the second-order linear homoge-
neous equation with variable coefficients

e — @)y =0 (0<z <)y y(0)=a, y(1)=0 (79)
which is a particular case of the problem (49) for p(z) = 0, q(z) = —p(z),

r(x) = 0. We assume that ¢(x) > 0. In this case, two boundary layers of
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thickness of the order of ¢'/? appear near the boundaries + = 0 and = 1 as
€ — 0, and in the remaining region the solution of the problem tends to zero.

A composite asymptotic solution of the problem (79) as ¢ — 0 can be repre-
sented in the form

y = ae Ve L pelem Ve on = 5(0), 1 = (1), (80)

For numerical solution of the problem (79), at the preliminary stage it is useful
to make the point transformation

y(x) = Nexp [81/2 /Ox mdt} Y (x), (81)

which contains a free parameter A and leads to a qualitatively simpler problem
with one boundary layer on the left end:
eV 4+ 20°Y] + Lo PGy = 0;

Y(0)=a/X,  Y(1)=be P/, (82)

1
where f = 5_1/2/ vV ¢(x)dzx. The problem (82) is a particular case of the

0
problem (49) for p(z) = 2¢'2%, g(z) = 1p72¢), r(z) = 0, in which & must
be replaced by £!/2. The numerical solution of this problem can be obtained by
using the method of non-local transformations at the first stage, and in the second
stage the shooting method (from the point = 0). It is convenient to choose the
constant \ as follows:

\ = be 1 b+#0, (83)
a if b=0,

which leads to the normalized right boundary condition Y (1) = 1 (for b # 0).

Test problem 9. Consider the following test boundary-value problem with a
small parameter for a linear equation with constant coefficients:

VYo —y=0 (0<z<l) y(0)=a, y1)=b (84)
which is a particular case of the problem (79) and has the exact solution

ae’ —b B1-x) beP —a s

_ — —1/2
V=5 _{° 25 1¢ B=e - (85)
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As ¢ — 0, we have two boundary layers of thickness ~ O(c'/?) near the end
points z = 0 and x = 1, and in the remaining region the solution (85) tends to
ZEero.

In this case (for ¢ = 1), the point transformation (81) is simplified

y = Y (x), p=c12 (86)
and converts the problem (84) to the following form:
g2y 41 2Y! =0, Y(0)=a/\, Y(1)=be ")\ (87)

The transformed problem (87) has one boundary layer on the left, its solution
can be determined numerically by the shooting method (from the point z = 0).
The exact solution of the problem (87) is given by
1 g [ae® —b

Y = — B ﬂ(l—x)+beﬁ_aﬁx B = -1/2 (88)
IR = 1 P

The exact solution (85) of the problem (84) fora = b = 1, ¢ = 0.005 is
shown by the solid line in Fig. 11; the points correspond to the numerical solu-
tion obtained by the method of non-local transformations with the regularizing
function ¢ = (1 + |Y"|)*/2 from the reduced problem (87) for A = 1 with the
stepsize h = 0.01 and the subsequent ’reverse” recalculation by the formula (86);
the squares show the composite asymptotic solution

yo=e e p=et, (89)

which is determined by substituting the values a = b0 = ¢y = ¢; = 1 into
the formula (80). The maximum absolute errors of the numerical and asymptotic
solutions in this case are respectively 1.04709 x 10~* and 1.05423 x 10~%.

7.2. More general problem for linear inhomogeneous equation. Asymptotic
solution

We consider a boundary-value problem for the second-order linear inhomoge-
neous equation with variable coefficients

Ype —p(x)y =g(x) (0<z<1); y0)=a, y(1)=>b  (90)

which is more general than the problem (79), it includes an additional function
g(x). We assume that ¢(x) > 0. In this case, two boundary layers of thickness
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Figure 11: a@)—numerical solution, x = x(§) (solid line) and Y = Y (&) (dashed line), of the
problem (87) in the transformed variable domain (£); b)—Exact solution (85) of the original prob-
lem (84) (solid line), asymptotic solution (89) (squares), and numerical solution of the transformed
problem (87) (circles) in the original variable domain (x).; Numerical solutions are obtained by
the method of non-local transformations with the regularizing function g = (1 + |Y;|)*/? for
a=b=1,¢=0.005.

£1/2 appear near the boundaries = 0 and « = 1 as ¢ — 0, while in the remaining
region the solution of the problem tends to the function y. = —g(z)/¢(x).

The composite asymptotic solution of the problem (90) as ¢ — 0 can be rep-
resented in the form

y=- 9(z) (a + @>eﬁm$ + (b + ﬂ) Ve g = 2712 (91)
p(x) %o 1

where o = ¢(0), o1 = ¢(1), go = 9(0), g1 = g(1).

8. Brief conclusions

We consider singularly perturbed boundary-value problems for linear and non-
linear second-order ODEs of the form ¢y, = F(x,y,y.). Such problems for
e — 0 are characterized by boundary layers with large gradients in narrow re-
gions and their solutions obtained by the standard fixed-step numerical methods
can lead to significant errors. In this paper, we propose a new method of numerical
integration of similar problems, based on the introduction of a non-local indepen-
dent variable ¢ that is related to the original variables x and y by the auxiliary
differential equation &, = g(z, y, v, &). With a suitable choice of the regularizing
function g, the proposed method leads to more appropriate problems that allow
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the application of standard methods with fixed stepsize of £ (in the whole range of
variation of the independent variable z, including both the boundary-layer region
and the outer region). A number of test problems with a small parameter, which
have simple exact or asymptotic solutions, expressed in elementary functions, are
presented.

An extensive testing of the method of non-local transformations with more
than ten different regularizing functions g is carried out on various problems for
singularly perturbed ODEs with monotonic and non-monotonic solutions. Com-
parison of numerical, exact, and asymptotic solutions of a number of linear and
non-linear test problems for ordinary differential equations of the second order has
shown a high efficiency of the method of non-local transformations. For all the test
problems considered, it is established that very good results are given, for exam-
ple, by regularizing functions g = (1+|y.|+|y”.[)*/? and g = (1+]y/, |*+|yL, ) /%
where 3, can be replaced by e 7' F'(z, y, /). It is demonstrated that for numerical
integration of singularly perturbed boundary-value problems one can also used
point transformations corresponding to degenerate regularizing functions of the
form g = g(x, &) and that the method of non-local transformations is a general-
ization of the methods based on piecewise uniform grids. In addition to problems
with a single boundary layer, we also consider some problems with two boundary
layers.
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