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The paper deals with different classes of non-linear reaction-diffusion
equations with variable coefficients
\[ c(x)u_t = [a(x)f(u)u_x]_x + b(x)g(u), \]
that admit exact solutions. The direct method for constructing functional
separable solutions to these and more complex non-linear equations of mathematical
physics is described. The method is based on the representation of solutions in
implicit form
\[ \int h(u) \, du = \xi(x)\omega(t) + \eta(x), \]
where the functions \( h(u), \xi(x), \eta(x), \) and \( \omega(t) \) are determined further by analyzing
the resulting functional-differential equations. Examples of specific reaction-
diffusion type equations and their exact solutions are given. The main attention
is paid to non-linear equations of a fairly general form, which contain several
arbitrary functions dependent on the unknown \( u \) and/or the spatial variable \( x \)
(it is important to note that exact solutions of non-linear PDEs, that contain
arbitrary functions and therefore have significant generality, are of great practical
interest for testing various numerical and approximate analytical methods for
solving corresponding initial-boundary value problems). Many new generalized
traveling-wave solutions and functional separable solutions are described.
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1 Introduction

The paper deals with diffusion-type equations equations in which \( x \) and \( t \) are independent variables, and \( u = u(x,t) \) is the unknown function.

Transformations, symmetries, and exact solutions of various classes of non-linear reaction-diffusion-convection equations that do not depend explicitly on the variables \( x \) and \( t \), have been considered in many studies (see, for example, [1–20] and the literature cited therein). To construct exact solutions, the most frequently used methods were those based on classical and nonclassical symmetry reductions [1–3, 5, 7, 10, 15, 16, 18–20], on generalized and functional separation of variables [6, 9, 11, 12, 15, 17, 18], and on differential constraints [6, 11, 14, 15, 17, 18].

A number of studies (e.g., see [8, 11, 13, 18, 21–25]) have been devoted to non-linear reaction-diffusion equations with variable coefficients dependent on the spatial variable \( x \) (from now on sometimes called autonomous coefficients). Table 1 lists the forms of exact solutions to some equations of this type with one or two arbitrary functions.

<table>
<thead>
<tr>
<th>No.</th>
<th>Equation</th>
<th>Form of solution or remark</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( u_t = [a(x)u^k u_x]_x + b(x)u^{k+1} )</td>
<td>( u = \varphi(x)\psi(t) )</td>
<td>[8, 13, 18]</td>
</tr>
<tr>
<td>2</td>
<td>( u_t = [a(x)e^{\lambda u} u_x]_x + b(x)e^{\lambda u} )</td>
<td>( u = \varphi(x)\psi(t) )</td>
<td>[8, 13, 18]</td>
</tr>
<tr>
<td>3</td>
<td>( u_t = [a(x)u_x]_x + cu \ln u + ku )</td>
<td>( u = \varphi(x)\psi(t) )</td>
<td>[13, 18]</td>
</tr>
<tr>
<td>4</td>
<td>( u_t = (u^{-4/3}u_x)_x + b(x)u^{1/3} )</td>
<td>Reduces to ( v_t = (v^{-4/3}v_x)_x )</td>
<td>[8, 13, 18]</td>
</tr>
<tr>
<td>5</td>
<td>( u_t = [x^k f(u)u_x]_x + x^{k-2}g(u) )</td>
<td>( u = U(z), \ z = xt^{1/(k-2)}, k \neq 2 )</td>
<td>Remark 1</td>
</tr>
<tr>
<td>6</td>
<td>( u_t = [x^2 f(u)u_x]_x + g(u) )</td>
<td>( u = U(z), \ z = \lambda t + \ln x )</td>
<td>Remark 1</td>
</tr>
<tr>
<td>7</td>
<td>( u_t = [e^{\lambda x} f(u)u_x]_x + e^{\lambda x}g(u) )</td>
<td>( u = U(z), \ z = \lambda x + \ln t, \lambda \neq 0 )</td>
<td>Remark 1</td>
</tr>
<tr>
<td>8</td>
<td>( u_t = [a(x)u_x]_x + [x^2/a(x)]g(u) )</td>
<td>( u = U(z), \ z = t + \int [x/a(x)] , dx )</td>
<td>[25]</td>
</tr>
<tr>
<td>9</td>
<td>( u_t = u_{xx} + \tanh^2(kx)g(u) )</td>
<td>( u = U(z), \ z = t + k^{-2} \ln \cosh(kx) )</td>
<td>[25]</td>
</tr>
</tbody>
</table>

Here, \( a(x), b(x), f(u), \) and \( g(u) \) are arbitrary functions, \( c, k, \) and \( \lambda \) are free parameters.

Remark 1. Equations and solutions given in Table 1 in rows 5–7 generalize reaction-diffusion equations with power and exponential nonlinearities and their invariant solutions, which were considered in [21–23].

Symmetries, transformations, and some exact solutions of non-linear convection-diffusion equations with variable autonomous coefficients were considered in [26–31].
Other related and more complex non-linear diffusion-type equations were considered in \[18, 32–36\]. Exact solutions to a number of systems of coupled equations of the reaction-diffusion type are described in \[18, 37\] (these books give an extensive list of publications on this topic).

It is also noteworthy that lately much attention has been paid to studying hereditary systems, which are modeled by non-linear diffusion-type equations with delay. Exact solutions of such equations were obtained in \[38–48\].

The present paper deals with new exact solutions (in implicit form) admitted by non-linear reaction-diffusion equations of a fairly general form that depend on one or more arbitrary functions. It is important to note that exact solutions of mathematical physics equations, which contain arbitrary functions and therefore have a significant generality, are of great practical interest for evaluating the accuracy of various numerical and approximate analytical methods for solving corresponding initial-boundary value problems.

2 Non-linear reaction-diffusion type equations. Direct method for constructing functional separable solutions in implicit form

2.1 Preliminary remarks

The method proposed below for constructing implicitly given exact functional separable solutions is based on the generalization of traveling-wave solutions of some non-linear partial differential equations. Prior to describing the method, let us first give two simple examples that illustrate the existence of solutions defined implicitly.

Example 1. Let us look at the non-linear heat equation

\[
    u_t = [f(u)u_x]_x, \tag{1}
\]

which contains an arbitrary function \(f(u)\). This equation does not depend explicitly on \(x\) and \(t\) and admits the traveling-wave solution

\[
    u = u(z), \quad z = \lambda t + \kappa x, \tag{2}
\]

where \(\kappa\) and \(\lambda\) are arbitrary constants. Substituting (2) in (1), we obtain an ODE
of the form \( \lambda u' = \kappa^2 [f(u)u'_z]'_z \). Integrating, we find its solution in implicit form

\[
\kappa^2 \int \frac{f(u) \, du}{\lambda u + C_1} = \lambda t + \kappa x + C_2,
\]

(3)

where \( C_1 \) and \( C_2 \) are arbitrary constants. On the right-hand side of (3), \( z \) has been replaced by the original variables using (2).

One can see that even for very simple functions such as \( f(u) = u, f(u) = e^u, f(u) = \sin u, f(u) = \cos u \) in equation (1), its solution (3) cannot be represented explicitly in terms of elementary functions. Therefore, looking for exact solutions to more-complex diffusion-type equations in explicit form seems to be of little prospect.

**Example 2.** The non-linear wave equation

\[
u_{tt} = [f(u)u_x]_x,
\]

(4)

where \( f(u) \) is an arbitrary function, also admits a traveling-wave solution \( u = u(z) \), \( z = \lambda t + \kappa x \), which can be represented in the implicit form

\[
\int [\kappa^2 f(u) - \lambda^2] \, du = C_1 (\lambda t + \kappa x) + C_2.
\]

(5)

Examples 1 and 2 show that non-linear equations (1) and (4) have traveling-wave solutions that can be represented in implicit form. It is important that in the general case of arbitrary \( f(u) \), these solutions cannot be represented explicitly. More complex examples of non-linear PDEs that have solutions in implicit form can be found, for example, in [18].

Section 2.3 will describe a method for constructing exact solutions to non-linear equations of mathematical physics, based on the generalization of solutions (3) and (5).

### 2.2 Class of non-linear reaction-diffusion equations in question

We will consider one-dimensional non-linear equations of the reaction-diffusion type with variable coefficients

\[
c(x)u_t = [a(x)f(u)u_x]_x + b(x)g(u).
\]

(6)

Note that if \( a(x) = c(x) = x^n \), equation (6) describes reaction-diffusion processes with radial symmetry in two-dimensional (with \( n = 1 \)) and three-dimensional (with \( n = 2 \)) cases (\( x \) is the radial coordinate).

The present paper will focus on equations (6) of a fairly general form, which depend on one or two arbitrary functions.
2.3 Direct method for constructing functional separable solutions in implicit form. An outline

Exact solutions of equation (6) or other non-linear partial differential equation,

\[ G(x, u_x, u_t, u_{xx}, u_{xt}, u_{tt}, \ldots) = 0, \]

are sought in the implicit form

\[ \int h(u) \, du = \xi(x)\omega(t) + \eta(x), \]

where the functions \( h(u), \xi(x), \eta(x), \) and \( \omega(t) \) are determined in the subsequent analysis. The representation of the solution in the form (8) is based on a substantial generalization of solution (3), which is carried out as follows:

\[ \frac{\kappa^2 f(u)}{\lambda u + C_1} \Rightarrow h(u), \quad \lambda \Rightarrow \xi(x), \quad t \Rightarrow \omega(t), \quad \kappa x + C_2 \Rightarrow \eta(x). \]

The arguments of the functions \( a = a(x), b = b(x), c = c(x), f = f(u), g = g(u), h = h(u), \xi = \xi(x), \eta = \eta(x), \) and \( \omega = \omega(t) \), which appear in equation (6) and solution (8), will often be omitted.

We describe the procedure for constructing exact solutions in implicit form. First, using (8), one calculates the partial derivatives \( u_x, u_t, u_{xx}, \ldots, \) which are expressed in terms of functions \( h, \xi, \eta, \omega \) and their derivatives. Then, these partial derivatives must be substituted into equation (7) followed by eliminating the variable \( t \) with the help of (8). As a result (with a suitable choice of \( \omega \)), one arrives at a bilinear functional-differential equation

\[ \sum_{j=1}^{N} \varphi_j[x] \psi_j[u] = 0, \]

\[ \varphi_j[x] \equiv \varphi_j(x, \xi, \eta, \xi', \eta', \xi'', \eta'', \ldots), \quad \psi_j[u] \equiv \psi_j(u, h, h', h'', \ldots). \]

Here, \( \varphi_j[x] \) and \( \psi_j[u] \) are differential forms (in some cases, functional coefficients) that depend respectively on only \( x \) and \( u \). The following statement is true.

Proposition (first formulated by Birkhoff [49]). Functional-differential equations of the form (9) can have solutions only if the forms \( \psi_j[u] \) \((j = 1, \ldots, N)\) are connected by linear relations (see, for example, [11,15,18]):

\[ \sum_{j=1}^{m_i} k_{ij} \psi_j[u] = 0, \quad i = 1, \ldots, n, \]
where \( k_{ij} \) are some constants, \( 1 \leq m_i \leq N - 1 \), and \( 1 \leq n \leq N - 1 \). It is necessary to consider also degenerate cases when, in addition to the linear relations, some individual differential forms \( \psi_j[u] \) vanish.

A similar proposition is also true for the forms \( \varphi_j[x] \).

The above proposition will be used in Sections 3 and 4 to construct exact solutions of some functional-differential equations of the form (9), which arise in seeking solutions of the corresponding non-linear reaction-diffusion type equations (6).

Remark 2. The study [11] considered a non-linear reaction-diffusion equation of the form (6) with \( a(x) = c(x) = 1 \) and used the implicit representation (8) with \( \xi(x) = 1 \) to look for its exact solutions.

Remark 3. Constructing a solution in implicit form with an integral term on the left-hand side of (8) often leads to lower-order differential equations for the function \( h \) than when exact solutions are sought in explicit form. In addition, the implicit form of representation of solutions usually leads to simpler explicit representations of the functions \( f \) and \( g \) through \( h \) (when searching for exact solutions in explicit form, the functions \( f \) and \( g \) are often expressed in terms of \( u \) in parametric form [18]). Note also that, in the generic case, different linear relations of the form (10) correspond to different solutions of the PDE under consideration.

Note that solutions of the form (8) usually cannot be obtained by applying the classical Lie group analysis of PDEs [7,50].

### 2.4 Derivation of functional-differential equation

We are looking for an exact solution of the equations of reaction-diffusion (6) in implicit form (8). Differentiating (8) with respect to \( t \) and \( x \), we get

\[
\begin{align*}
    hu_t &= \xi \omega'_t \quad \Rightarrow \quad u_t = \xi \omega'_t; \\
    hu_x &= \xi_x \omega + \eta_x' \\
    (afu_x)_x &= \left( (a \xi'_x \omega + a \eta_x') \left( \frac{f}{h} \right)_x \right) = \left( (a \xi'_x)_x \omega + (a \eta_x')_x \right) \left( \frac{f}{h} \right)_x + a(\xi_x \omega + \eta'_x)^2 \left( \frac{f}{h} \right)_x.
\end{align*}
\]

Substituting these expressions into (6) yields the functional-differential equation

\[
\omega'_t = \Phi_1(x,u) \omega^2 + \Phi_2(x,u) \omega + \Phi_3(x,u),
\]

where the functions \( \Phi_n \) are not explicitly dependent on \( t \) and are defined by the formulas

\[
\begin{align*}
    \Phi_1(x,u) &= \frac{a(\xi'_x)^2}{c(\xi)} \left( \frac{f}{h} \right)_u, \\
    \Phi_2(x,u) &= \frac{1}{c(\xi)} \left[ (a \xi'_x)_x f + 2a \xi'_x \eta_x' \left( \frac{f}{h} \right)_u \right], \\
    \Phi_3(x,u) &= \frac{1}{c(\xi)} \left[ (a \eta'_x)_x f + a(\eta_x)^2 \left( \frac{f}{h} \right)_u + bgh \right].
\end{align*}
\]
Equation (11)–(12) depends on three variables $t$, $x$, $u$, which are connected by one additional relation (8); it contains unknown functions (and their derivatives) that have different arguments. This equation is more complex than equations of the form (9).

The functional-differential equation (11)–(12) is significantly simplified in two cases: (i) $\xi_x' = 0$ and (ii) $(f/h)'_u = 0$. These cases are discussed further in Sections 3 and 4.

3 Exact solutions in the case $\xi(x) = 1$

3.1 Generalized traveling-wave solutions for $\omega(t) = kt$

For $\xi_x' = 0$, without loss of generality, we can set $\xi = 1$. On substituting $\xi = 1$ into (12), we get $\Phi_1(x, u) = \Phi_2(x, u) = 0$. As a result, equation (11) is reduced to the form

$$\omega' = \frac{1}{c} \left[ (a\eta_x')_x f + a(\eta_x')^2 \left( \frac{f}{h} \right)'_u + b gh \right].$$  \hspace{1cm} (13)

The functional-differential equation (13) is an equation with separated variables (the left-hand side depends only on $t$, while the right-hand side depends on $x$ and $u$). Therefore, we can set $\omega' = k = \text{const}$, which gives $\omega(t) = kt$. The situation under consideration corresponds to generalized traveling-wave solutions given in implicit form

$$\int h(u) \, du = kt + \int \theta(x) \, dx.$$  \hspace{1cm} (14)

Here, the integrands $h(u)$ and $\theta(x) = \eta_x(x)$ will be determined in the subsequent analysis from the functional-differential equation

$$(a\theta)'_xf + a\theta^2 \left( \frac{f}{h} \right)'_u + b gh - kc = 0,$$  \hspace{1cm} (15)

which is obtained by substituting the functions $\omega(t) = kt$ and $\theta(x) = \eta_x(x)$ in (13). Equation (15) is a bilinear functional-differential equation of the form (9) with $N = 4$.

Solution 1. First, let us look at the degenerate case where the differential form $(f/h)'_u$ in (15) is zero. In this case, equation (15) has solutions under the following conditions

$$h = f, \quad g = A + \frac{B}{f}, \quad (a\theta)'_x + Ab = 0, \quad Bb - kc = 0.$$  \hspace{1cm} (16)
where \( A \) and \( B \) are arbitrary constants. From relations (16) with \( b(x) = c(x) = 1 \) it follows that the equation

\[
 u_t = [a(x)f(u)u_x]_x + A + \frac{k}{f(u)},
\]  
(17)

which contains two arbitrary functions \( a(x) \) and \( f(u) \), has the generalized traveling-wave exact solution

\[
 \int f(u) \, du = kt - A \int \frac{x \, dx}{a(x)} + C_1 \int \frac{dx}{a(x)} + C_2,
\]  
(18)

where \( C_1 \) and \( C_2 \) are arbitrary constants. In the special case \( a(x) = 1 \), equation (17) and its solution (18) become the equation and solution obtained in [6].

**Remark 4.** It is easy to verify that the equation

\[
 u_t = [a(x)f(u)u_x]_x + b(x) + \frac{k}{f(u)},
\]

which contains three arbitrary functions \( a(x), b(x), \) and \( f(u) \) and generalizes the equation (17), has the exact solution in implicit form

\[
 \int f(u) \, du = kt - \int \frac{1}{a(x)} (\int b(x) \, dx) \, dx + C_1 \int \frac{dx}{a(x)} + C_2.
\]

**Solution 2.** Equation (15) holds if we set

\[
 f = A, \quad g = \frac{1}{h} \left( \frac{f}{h} \right)'_u, \quad A(a\theta)'_x - kc = 0, \quad b = -a\theta^2,
\]  
(19)

where \( A \) is an arbitrary constant.

Using the formulas (19) with \( c(x) = 1 \) and \( A = k = 1 \), one can obtain the non-linear reaction-diffusion equation

\[
 u_t = [a(x)u_x]_x - \frac{a^2}{a(x)} g(u),
\]  
(20)

where \( a(x) \) is an arbitrary function. The function \( g(u) \) is expressed through the arbitrary function \( h = h(u) \) as

\[
 g(u) = -h^{-3} h'_u.
\]  
(21)

Equation (20) under condition (21) admits the exact solution

\[
 \int h(u) \, du = t + \int \frac{x \, dx}{a(x)} + C_1.
\]  
(22)
Solving (21) for \( h \), we get two functions
\[
h(u) = \pm \left( 2 \int g(u) \, du + C_2 \right)^{-1/2}.
\]
By eliminating \( h \) from (22) with the help of the obtained expressions, we rewrite the solutions of equation (20) as
\[
\pm \int \left( 2 \int g(u) \, du + C_2 \right)^{-1/2} \, du = t + \int \frac{x \, dx}{a(x)} + C_1.
\] (23)
Here, \( a(x) \) and \( g(u) \) are arbitrary functions, and \( C_1 \) and \( C_2 \) are arbitrary constants.

**Example 3.** Exact solutions of the equation
\[
u_t = (x^n u_x)_x - x^{2-n} g(u)
\]
are determined by the formulas (23) with \( a(x) = x^n \).

Note that equation (20) and its solutions were derived from other considerations in [25].

**Solution 3.** Equation (15) can be satisfied by setting
\[
\left( \frac{f}{h} \right)'_u = A, \quad g = -\frac{f}{h}, \quad Aa\theta^2 = kc, \quad (a\theta)'_x = b,
\] (24)
where \( A \) is an arbitrary constant. Taking \( c(x) = 1 \), we obtain the non-linear reaction-diffusion equation
\[
u_t = \left[ a(x) f(u) u_x \right]_x + \frac{1}{2} \sqrt{\frac{k}{A}} \frac{a'_x(x)}{\sqrt{a(x)}} (Au + B),
\] (25)
where the function \( f(u) \) is expressed through the arbitrary function \( h = h(u) \) as follows:
\[
f(u) = (Au + B)h(u).
\] (26)
Equations (25)–(26) admit exact solutions
\[
\int h(u) \, du = kt \pm \sqrt{\frac{k}{A}} \int \frac{dx}{\sqrt{a(x)}} + C.
\] (27)
Formulas (26) and (27) include arbitrary constants \( A, B, \) and \( C \).

**Example 4.** By setting \( A = 1, B = 0, \) and \( k = 4 \) in (25)–(27), we get the equations
\[
u_t = \left[ a(x) f(u) u_x \right]_x + \frac{a'_x(x)}{\sqrt{a(x)}} u,
\] (28)
which contains two arbitrary functions $a(x)$ and $f(u)$. With the relation $h(u) = f(u)/u$, exact solutions of these equations can be written in the implicit form

$$\int \frac{f(u)}{u} \, du = 4t \pm 2 \int \frac{dx}{\sqrt{a(x)}} + C. \quad (29)$$

By setting $a(x) = \frac{1}{4}\alpha^2\beta^{-2}x^{2\beta}$ and $a(x) = \frac{1}{4}\alpha^2\beta^{-2}e^{2\beta x}$ in (28), we get the equations

$$u_t = [x^{2\beta} f_1(u) u_x]_x + \alpha x^{\beta-1} u, \quad f_1(u) = \frac{1}{4}\alpha^2\beta^{-2} f(u),$$

$$u_t = [e^{2\beta x} f_1(u) u_x]_x + \alpha e^{\beta x} u, \quad f_1(u) = \frac{1}{4}\alpha^2\beta^{-2} f(u),$$

the exact solutions of which are found by the formula (29).

**Solution 4.** Equation (15) holds if we set

$$Af = \left(\frac{f}{h}\right)_u', \quad g = \frac{k}{h}, \quad (a\theta)_x' + Aa\theta^2 = 0, \quad b = c, \quad (30)$$

where $A$ is an arbitrary constant. With $c(x) = 1$ in (30), we obtain the non-linear reaction-diffusion equation

$$u_t = [a(x) f(u) u_x]_x + g(u), \quad (31)$$

where $a(x)$ is an arbitrary function, and the functions $f(u)$ and $g(u)$ are expressed through the arbitrary function $h = h(u)$ as

$$f(u) = Bh \exp\left(A \int h \, du\right), \quad g(u) = \frac{k}{h}. \quad (32)$$

Equation (31)–(32) has the exact solution

$$\int h(u) \, du = kt + \frac{1}{A} \ln \left(C_1 \int \frac{dx}{a(x)} + C_2\right). \quad (33)$$

Formulas (32) and (33) include arbitrary functions $a(x)$ and $h(u)$ and arbitrary constants $A, B, C_1, C_2, and k$.

**Example 5.** By setting $h = 1/u, A = m + 1$, and $B = 1$ in (32) and (33), we obtain the reaction-diffusion equation with power non-linearity

$$u_t = [a(x) u^m u_x]_x + ku, \quad m \neq -1,$$

which has the exact solution

$$u = e^{kt} \left(C_1 \int \frac{dx}{a(x)} + C_2\right)^{\frac{1}{m+1}},$$

where $C_1$ and $C_2$ are arbitrary constants.
Remark 5. The equation
\[ u_t = [a(x)e^{\lambda u_x}]_x + k \]
has the exact solution
\[ u = kt + \frac{1}{\lambda} \ln \left( C_1 \int \frac{dx}{a(x)} + C_2 \right). \]

Solution 5. Equation (15) holds if we set
\[
\begin{align*}
g &= A_1 \frac{f}{h} + A_2 \frac{1}{h}, \quad \left( \frac{f}{h} \right)' = A_3 f + A_4, \\
(a\theta)'_x + A_3 a\theta^2 + A_1 b &= 0, \quad A_4 a\theta^2 + A_2 b - kc = 0,
\end{align*}
\]
where \( A_1, \ldots, A_4 \) are arbitrary constants. From equations (34), we obtain the following representations of the functions \( g \) and \( f \) in terms of \( h \):
\[
\begin{align*}
f &= hE \left( A_4 \int \frac{du}{E} + C_1 \right), \quad E = \exp \left( A_3 \int h \, du \right), \\
g &= A_1 C_1 E + A_1 A_4 E \int \frac{du}{E} + A_2 \frac{1}{h},
\end{align*}
\]
where \( C_1 \) is an arbitrary constant.

Equations (35) for given functions \( a = a(x) \) and \( c = c(x) \) allow us to find two other functions, \( b(x) \) and \( \theta(x) \). Eliminating \( b(x) \) from equations (35), we obtain a first-order ODE with quadratic non-linearity in \( \theta(x) \),
\[
A_2 a\theta'_x + (A_2 A_3 - A_1 A_4) a\theta^2 + A_2 a\theta'_x \theta + A_1 kc = 0, \tag{37}
\]
which is a Riccati equation [51]. With the substitution
\[
\theta = \lambda \frac{\zeta'}{\zeta}, \quad \lambda = \frac{A_2}{A_2 A_3 - A_1 A_4} \quad (A_2 A_3 - A_1 A_4 \neq 0), \tag{38}
\]
it is reduced to the linear second-order ODE
\[
A_2 \lambda (a\zeta'_x)'_x + A_1 kc \zeta = 0. \tag{39}
\]
Exact solutions of equation (39) for some functions \( a = a(x) \) and \( c = c(x) \) can be found in [51].

Using the last relation in (35), we can express the functional coefficient \( b \) through \( \theta \):
\[
b = -\frac{1}{A_2} (A_4 a\theta^2 - kc). \tag{40}
\]
Example 6. For \( a(x) = c(x) = 1 \), the general solution of equation (39) is given by

\[
\zeta = \begin{cases} 
C_2 \cos(mx) + C_3 \sin(mx) & \text{if } A_1 k (A_2 A_3 - A_1 A_4) > 0, \\
C_2 \cosh(mx) + C_3 \sinh(mx) & \text{if } A_1 k (A_2 A_3 - A_1 A_4) < 0,
\end{cases}
\]

where \( C_2 \) and \( C_3 \) are arbitrary constants, and \( m = \sqrt{|A_1 k|/|A_2 \lambda|} \). In particular, substituting \( A_1 = A_2 = A_4 = 1, A_3 = 2, C_2 = 1, C_3 = 0, \) and \( k = -1 \) in formulas (38), (40) and (41), we obtain \( m = \lambda = 1, \zeta = \cosh x, \theta = \tanh x, \) and \( b = -(1 + \tanh^2 x) \).

Solution 6. Equation (15) also has solutions under the following conditions:

\[
(a \theta)'_x = Ac, \quad a \theta^2 = Bc, \quad b = c, \quad A f + B \left( \frac{f}{h} \right)'_u + gh - k = 0,
\]

where \( A \) and \( B \) are arbitrary constants.

1. Substituting \( a(x) = b(x) = c(x) = 1, \theta(x) = \kappa, A = 0, B = \kappa^2, \) and \( k = \lambda \) into (42), we obtain a traveling-wave solution of the form (2), which is omitted here.

2. By setting \( c(x) = 1 \) and \( A = B = 1 \) in the first three equations (42), we find

\[
a(x) = x^2, \quad b(x) = 1, \quad \theta(x) = 1/x.
\]

As a result, we get the equation

\[
u_t = [x^2 f(u) u_x]_x + g(u),
\]

where

\[
g(u) = \frac{k}{h(u)} - \frac{f(u)}{h(u)} - \frac{1}{h(u)} \frac{d}{du} \left[ \frac{f(u)}{h(u)} \right],
\]

which admits the exact solution in implicit form

\[
\int h(u) du = kt + \ln x.
\]

Note that equation (44)–(45) includes two arbitrary functions, \( f = f(u) \) and \( h = h(u) \).

Remark 6. The invariant solution (46) of equation (44) can be found in the usual form \( u = U(z) \), where \( z = kt + \ln x \) (in this case, relation (45) between the functions \( g \) and \( h \) is not used). The function \( U(z) \) is determined from the ODE

\[
k U'_z = [f(U) U'_z]_z + f(U) U'_z + g(U).
\]

Remark 7. The non-linear reaction-diffusion equation with delay (\( \tau \) being the delay time)

\[
u_t = [x^2 f(u, w) u_x]_x + g(u, w), \quad w = u(x, t - \tau),
\]

which is more general than (44), also has an exact solution of the form \( u = U(z) \), where \( z = kt + \ln x \).
3.2 Functional separable solutions for $\omega(t) = ke^{\lambda t}$

Let us return to equation (13). Section 3.1 investigated the simplest case of linear dependence, $\omega(t) = kt$, which immediately led to a functional-differential equation with two variables of type (9).

The function $\omega(t)$ enters formula (8) in a linear fashion. If we choose $\omega(t) = ke^{\lambda t}$ ($k$ is an arbitrary constant), then the solution will take the form

$$H(u) = ke^{\lambda t} + \eta(x), \quad H(u) = \int h(u) \, du,$$

(47)

and the function $e^{\lambda t}$ can be eliminated from equation (13) using (47). As a result, we arrive at a functional-differential equation of the form (9) with $N = 5$:

$$\lambda \eta - \lambda H + \frac{(an_x')x}{c} f + \frac{a(\eta_x')^2}{c} \left( \frac{f}{h} \right)_u + \frac{b}{c} gh = 0.$$

(48)

Remark 8. Equation (48) can be derived from other considerations. Indeed, rewriting (8) as

$$\xi \omega/(H - \eta) = 1,$$

(49)

we multiply the right-hand side of equation (16) by $\xi \omega/(H - \eta)$ and, after simple manipulations, taking into account that $\xi = 1$, we obtain

$$\frac{\omega'}{\omega} = \frac{1}{c(H - \eta)} \left[ (an_x')x f + a(\eta_x')^2 \left( \frac{f}{h} \right)_u + bh \right].$$

(50)

In equation (50), the variables are separated: the left-hand side depends only on $t$, and the right-hand side depends on $x$ and $u$. Equating both sides (50) with the constant $\lambda$, we obtain two equations. The left-hand side of (50) gives the equation $\omega'/\omega = \lambda$, whose solution is $\omega = ke^{\lambda t}$. The right-hand side of (50) leads to equation (48).

Solution 7. Equation (48) holds if we set

$$f = C_1uh + C_2h, \quad g = \lambda \frac{H}{h} - C_1C_3u - C_2C_3,$$

$$b = c, \quad (an_x')_x = C_3c, \quad C_1 a(\eta_x')^2 + \lambda c \eta = 0,$$

(51)

where $C_1$, $C_2$, and $C_3$ are arbitrary constants. Relations (51) include two arbitrary functions $h$ and $c$, and the functions $f$, $g$, $a$, $b$, and $\eta$ are expressed through them.

The general solution of the system consisting of the last two equations in (51) has the form

$$a(x) = \frac{C_5}{c(x)} \left[ C_3 \int c(x) \, dx + C_4 \right]^{\lambda/(C_1C_3)}$$

$$\eta(x) = -\frac{C_1}{C_5 \lambda} \left[ C_3 \int c(x) \, dx + C_4 \right]^{-\lambda/(C_1C_3)},$$

(52)
where $C_4$ and $C_5$ are arbitrary constants.

**Example 7.** By setting $c(x) = 1$, $C_1 = C_3 = C_5 = 1$, $C_2 = C_4 = 0$, and $\lambda = n - 2$ in (52), we obtain $a(x) = x^n$, $b(x) = 1$, and $\eta(x) = x^{2-n}/(2-n)$. Taking into account the first two relations in (51), we find that the reaction-diffusion equation

$$u_t = [x^n f(u) u_x]_x + g(u),$$

$$f(u) = u h(u), \quad g(u) = \frac{(n-2)u}{h(u)} \int h(u) \, du - u,$$

(53)

where $h(u)$ is an arbitrary function and $n \neq 2$ is an arbitrary constant, admits the functional separable solution in implicit form

$$\int h(u) \, du = k e^{(n-2)t} + \frac{x^{2-n}}{2-n};$$

(54)

$k$ is an arbitrary constant.

In view of the ratio $h = f/u$, equation (53) can be rewritten in explicit form as

$$u_t = [x^n f(u) u_x]_x - u + \frac{(n-2)u}{f(u)} \int \frac{f(u)}{u} \, du.$$ 

Its solution is written as follows:

$$\int \frac{f(u)}{u} \, du = k e^{(n-2)t} + \frac{x^{2-n}}{2-n}.$$

**Solution 8.** Equation (48) can be satisfied in another way, by setting

$$f = 1, \quad g = \frac{\lambda}{h} + C_1 \frac{h'_x}{h^3},$$

$$b = c, \quad (a\eta_x)_x + \lambda c\eta = 0, \quad a(\eta''_x)^2 - C_1 c = 0,$$

(55)

where $C_1$ is an arbitrary constant. Relations (55) include two arbitrary functions $h$ and $c$, with the functions $g, a, b, \text{and } \eta$ expressed through them.

The general solution of the system consisting of the last two equations in (55) has the form

$$a(x) = \frac{C_4}{C_1 c(x)} \exp \left( -\frac{\lambda}{C_1} \eta^2 \right),$$

$$\int \exp \left( -\frac{\lambda}{2C_1} \eta^2 \right) \, d\eta = \frac{C_1 c(x)}{C_4} \int c(x) \, dx + C_5,$$

(56)

where $C_4, C_5$ are arbitrary constants (this solution can be represented in terms of the inverse error function).
Remark 9. If in the last two equations (55), the function $\eta = \eta(x)$ is considered to be given, then the solution can be written as

$$a(x) = \frac{C_4}{\eta_x(x)} \exp\left(-\frac{\lambda}{2C_1} \eta^2\right), \quad c(x) = \frac{C_4}{C_1} \eta'_x(x) \exp\left(-\frac{\lambda}{2C_1} \eta^2\right).$$

3.3 Functional separable solutions for $\omega(t) = k \ln t$

Substituting $\xi = 1$ and $\omega(t) = k \ln t$ in (8), we look for solutions in the form

$$\int h(u) \, du = k \ln t + \eta(x). \quad (57)$$

Eliminating $t$ from (13), with $\omega = k \ln t$, and (57), we obtain the functional-differential equation

$$(a\eta'_x)_x f + a(\eta'_x)^2 \left(\frac{f}{h}\right)'_u + bh - kce^{\eta/k} e^{-H/k} = 0, \quad H = \int h(u) \, du. \quad (58)$$

Remark 10. Equation (58) can be derived from other considerations. Indeed, rewriting formula (8) with $\xi = 1$ as

$$e^{(H-\eta-\omega)/k} = 1,$$

where $k$ is some constant, multiplying the right-hand side of equation (13) by $e^{(H-\eta-\omega)/k}$, and rearranging, we obtain

$$e^{\omega/k} \omega' = \frac{e^{(H-\eta)/k}}{c} \left[(a\eta'_x)_x f + a(\eta'_x)^2 \left(\frac{f}{h}\right)'_u + bh\right]. \quad (59)$$

In equation (59), the variables are separated: the left-hand side depends on $t$ alone and the right-hand side depends on $x$ and $u$. Equating both parts (59) with the constant $\lambda$, we obtain two equations. The left-hand side of (59) gives the equation $e^{\omega/k} \omega' = \lambda$, whose solution is $\omega = k \ln(t + t_0) + k \ln(\lambda/k)$. The right-hand side of (59) with $\lambda = k$ leads to equation (58).

Solution 9. First, let us look at the degenerate case where the differential form $(f/h)'_u$ vanishes. In this case, equation (58) has solutions under the following conditions

$$h = f, \quad g = A + \frac{B}{f} e^{-F/k}, \quad (a\eta'_x)_x + Ab = 0, \quad Bb - kce^{\eta/k} = 0, \quad (60)$$

where $A$ and $B$ are arbitrary constants, and $F = \int f(u) \, du$. From relations (60) with $B = k$, it follows that the equation

$$c(x)u_t = [a(x)f(u)u_x]_x + c(x)e^{\eta(x)/k} \left[A + \frac{k}{f(u)} e^{-F(u)/k}\right], \quad (61)$$
where \( a(x), c(x), \) and \( f(u) \) are arbitrary functions, and the function \( \eta = \eta(x) \) is the solution of the second-order non-linear ODE

\[
[a(x)\eta''(x)]_x + Ac(x)e^{\eta/k} = 0, \quad (62)
\]

has the generalized traveling-wave solution

\[
\int f(u) \, du = k \ln t + \eta(x). \quad (63)
\]

**Example 8.** For \( a(x) = x^n \) (\( n \neq 1, 2 \)), \( c(x) = 1 \), and \( A = -k(n-1)(n-2) \), equation (62) admits the exact solution \( \eta = k(n-2) \ln x \). Therefore, the equation

\[
u_t = [x^n f(u) u_x]_x + x^{n-2} \left[ -k(n-1)(n-2) + \frac{k}{f(u)} e^{-F(u)/k} \right] \quad (64)
\]

admits the exact solution in implicit form \( \int f(u) \, du = k \ln t + k(n-2) \ln x \).

**Example 9.** For \( a(x) = e^{\lambda x} \), \( c(x) = 1 \), and \( A = -k\lambda^2 \), equation (62) admits the exact solution \( \eta = k\lambda x \). Therefore, the equation

\[
u_t = \left[ e^{\lambda x} f(u) u_x \right]_x + e^{\lambda x} \left[ -k\lambda^2 + \frac{k}{f(u)} e^{-F(u)/k} \right] \quad (65)
\]

admits the exact solution in implicit form \( \int f(u) \, du = k \ln t + k\lambda x \).

**Solution 10.** Equation (58) can be satisfied if we take

\[
Af = \left( \frac{f}{h} \right)'_u, \quad g = \frac{1}{h} e^{-H/k}, \quad (a\eta'')_x + Aa(\eta')^2 = 0, \quad b = kce^{\eta/k}, \quad (66)
\]

where \( A \) is an arbitrary constant. Substituting \( c = 1 \) into (66), we obtain the non-linear reaction-diffusion equation

\[
u_t = [a(x)f(u)u_x]_x + k \left( C_1 \int \frac{dx}{a(x)} + C_2 \right)^{1/(Ak)} g(u), \quad (67)
\]

where \( a(x) \) is an arbitrary function, and the functions \( f(u) \) and \( g(u) \) are expressed as follows through the arbitrary function \( h = h(u) \):

\[
f(u) = Bh \exp \left( A \int h \, du \right), \quad g(u) = \frac{1}{h} \exp \left( -\frac{1}{k} \int h \, du \right). \quad (68)
\]

Equation (67)–(68) has the exact solution

\[
\int h(u) \, du = k \ln t + \frac{1}{A} \ln \left( C_1 \int \frac{dx}{a(x)} + C_2 \right). \quad (69)
\]
Formulas (68) and (69) include arbitrary functions $a(x)$ and $h(u)$ and arbitrary constants $A$, $B$, $C_1$, $C_2$, and $k$.

**Example 10.** If $a(x) = 1$, $A = 1/(kn)$, $C_1 = k^{-1/n}$, and $C_2 = 0$, equation (67) becomes

$$u_t = [f(u)u_x]_x + x^n g(u),$$

where the functions $f(u)$ and $g(u)$ are given by formulas (68). This equation has the exact solution $\int h(u) du = k(\ln t + n \ln x - \ln k)$.

**Solution 11.** Equation (58) holds if we set

$$\left( \frac{f}{h} \right)'_u - Ae^{-H/k} = 0, \quad g = -\frac{f}{h}, \quad Aa(\eta_x')^2 = kce^{\eta/k}, \quad (an_x')_x = b, \quad (70)$$

where $A$ is an arbitrary constant. As a result, we obtain the non-linear reaction-diffusion equation

$$c(x)u_t = [a(x)f(u)u_x]_x + b(x)g(u), \quad (71)$$

with the functions $f(u)$ and $g(u)$ expressed in terms of the arbitrary function $h = h(u)$ as follows:

$$f(u) = h(u) \left[ A \int e^{-H(u)/k} du + B \right], \quad g(u) = -A \int e^{-H(u)/k} du - B, \quad (72)$$

and the function $b(x)$ is determined by the formulas (two variants are possible)

$$b(x) = [a(x)\eta_x']', \quad \eta = -2k \ln \left[ C_1 \pm \frac{1}{2\sqrt{Ak}} \int \sqrt{\frac{c(x)}{a(x)}} dx \right]. \quad (73)$$

Equations (71)–(73) have the exact solutions

$$\int h(u) du = k \ln t - 2k \ln \left[ C_1 \pm \frac{1}{2\sqrt{Ak}} \int \sqrt{\frac{c(x)}{a(x)}} dx \right]. \quad (74)$$

Formulas (72) and (74) include arbitrary constants $A$, $B$, and $C$.

Eliminating the function $h$ from formulas (72), we obtain a simple relation between the functions $f$ and $g$,

$$f = k \frac{gg''}{g'_u}.$$

**Solution 12.** Equation (58) can be satisfied by setting

$$f = Ae^{-H/k}, \quad g = \frac{1}{h} \left( \frac{f}{h} \right)'_u, \quad A(an_x')_x - kce^{\eta/k} = 0, \quad b = -a(\eta_x')^2, \quad (75)$$
where $A$ is an arbitrary constant.

From the first two equations in (75), we express $g$ and $h$ in terms of $f$ to obtain

$$H = -k \ln \frac{f}{A}, \quad h = -k \frac{f'_u}{f}, \quad g = \frac{f}{k^2 f'_u} \left( \frac{f^2}{f'_u} \right)'.$$

Suppose that in the last two equations in (75), the variable functions $c = c(x)$ and $\eta = \eta(x)$ are given. Then the functional coefficients $a = a(x)$ and $b = b(x)$ are determined by the formulas

$$a(x) = \frac{k}{A \eta'_x} \left( \int c e^{\eta/k} dx + B \right), \quad b(x) = -\frac{k \eta'_x}{A} \left( \int c e^{\eta/k} dx + B \right),$$

where $B$ is an arbitrary constant.

**Solution 13.** Equation (58) holds if we set

$$c = c, \quad A = 1/k, \quad B = 1,$$

where $A$ and $B$ are arbitrary constants and $H = \int h(u) du$. Substituting $c(x) = 1$, $A = 1/k$, and $B = 1$ into the first three equations in (77), we find that

$$a(x) = b(x) = e^{\lambda x}, \quad \eta(x) = x, \quad \lambda = \frac{1}{k}.$$

As a result, we obtain the equation

$$u_t = [e^{\lambda x} f(u) u_x]_x + e^{\lambda x} g(u),$$

where

$$g(u) = \frac{1}{\lambda h(u)} \exp \left[ -\lambda \int h(u) du \right] - \lambda \frac{f(u)}{h(u)} - \frac{1}{h(u)} \frac{d}{du} \left[ \frac{f(u)}{h(u)} \right],$$

which admits the exact solution in implicit form

$$\int h(u) du = x + \frac{1}{\lambda} \ln t.$$ 

Note that equation (79)–(80) includes two arbitrary functions, $f = f(u)$ and $h = h(u)$. 18
Remark 11. The invariant solution (81) of equation (79) can be found in the usual form $u = U(z)$, where $z = x + (1/\lambda) \ln t$ (in this case, the relation (80) between the functions $g$ and $h$ is not used). The function $U(z)$ is determined by the ODE

$$\frac{1}{\lambda} U'_z = [e^{\lambda z} f(U) U'_z]^x + e^{\lambda z} g(U).$$

**Solution 14.** By setting $c(x) = 1$, $A = (1 + k)/k$, and $B = 1$ in the first three equations of (77), we find that

$$a(x) = x^n, \quad b(x) = x^{n-2}, \quad \eta(x) = \ln x, \quad n = 2 + \frac{1}{k}. \quad (82)$$

This leads to the reaction-diffusion equation

$$u_t = [x^n f(u) u_x]_x + x^{n-2} g(u), \quad (83)$$

where $n \neq 2$ and

$$g(u) = \frac{1}{(n-2)h(u)} \exp \left[ -(n-2) \int h(u) \, du \right] - (n-1) \frac{f(u)}{h(u)} - \frac{1}{h(u)} d \left[ \frac{f(u)}{h(u)} \right], \quad (84)$$

which admits the exact solution in implicit form

$$\int h(u) \, du = \ln x + \frac{1}{n-2} \ln t. \quad (85)$$

Remark 12. The self-similar solution (85) of equation (83) can be found in the usual form $u = U(z)$, where $z = x t^{1/(n-2)}$ (in this case, relation (84) between the functions $g$ and $h$ is not used). The function $U(z)$ is determined by the ODE

$$\frac{1}{n-2} z U'_z = [z^n f(U) U'_z]^x + z^{n-2} g(U).$$

**Solution 15.** Equation (58) holds if we set

$$\left( \frac{f}{h} \right)'_u = Af, \quad \exp(-H/k) = Bf, \quad gh = f, \quad (86)$$

$$(a \eta'_x)_x + A a \eta'_x + b - B k ce^{\eta/k} = 0,$$

where $A$ and $B$ are arbitrary constants and $H = \int h(u) \, du$.

By setting $A = -1/k = \lambda$ and $B = 1$ in the first three equations of (86), we get

$$f(u) = g(u) = e^{\lambda u}, \quad h(u) = 1. \quad (87)$$

Therefore, the equation

$$c(x) u_t = [a(x)e^{\lambda u} u_x]_x + b(x)e^{\lambda u}$$
admits the exact solution in explicit form
\[ u = -\frac{1}{\lambda} \ln t + \eta(x), \]  
(89)
where the function \( \eta = \eta(x) \) is determined by the ODE
\[ [a(x)e^{\lambda n}\eta_x]_x + b(x)e^{\lambda n} + \frac{1}{\lambda}c(x) = 0. \]  
(90)
Equations (88) and (90) include three arbitrary functions \( a(x), b(x), \) and \( c(x). \)

**Solution 16.** By setting \( A = n + 1, B = 1, \) and \( k = -1/n \) in the first three equations (86), we find
\[ f(u) = u^n, \quad g(u) = u^{n+1}, \quad h(u) = 1/u. \]  
(91)
As a result, we have the reaction-diffusion equation
\[ c(x)u_t = [a(x)u^n u_x]_x + b(x)u^{n+1} \]  
(92)
where \( a(x), b(x), \) and \( c(x) \) are arbitrary functions, which admits an exact solution of the form \( \ln u = -(1/n) \ln t + \eta(x). \) This solution can be represented explicitly as
\[ u = t^{-1/n}\zeta(x), \quad \zeta(x) = e^{\eta(x)}, \]  
(93)
where the function \( \zeta \) is described by the ODE
\[ [a(x)\zeta^n \zeta_x]_x + b(x)\zeta^{n+1} + \frac{1}{n}c(x)\zeta = 0. \]  
(94)

4 Exact solutions in the case \( h = f \)

4.1 Generalized traveling-wave solutions for \( \omega(t) = t \)

For \((f/h)_u = 0\), without loss of generality, we can set \( h = f \). Substituting \( h = f \) in (11)–(12), we get the equation
\[ \omega' = \frac{(a\xi')}{c\xi}f\omega + \frac{1}{c\xi}[(a\eta_x)'_xf + bg]. \]  
(95)

**Solution 17.** In the degenerate case determined by the condition
\[ (a\xi_x)' = 0, \]  
(96)
the variables in equation (95) are separated and we can set $\omega(t) = t$. As a result, we arrive at a functional-differential equation

$$
(\alpha' \eta)_x f + bf g - c \xi = 0. \tag{97}
$$

Integrating (96), we find the connection between the functions $a = a(x)$ and $\xi = \xi(x)$:

$$
\xi = C_1 \int \frac{dx}{a(x)} + C_2, \tag{98}
$$

where $C_1$ and $C_2$ are arbitrary constants. Equation (97) admits exact solutions as long as the conditions

$$
g = k_1 + k_2 f^{-1}, \quad (\alpha' \eta)_x + k_1 b = 0, \quad k_2 b - c \xi = 0, \tag{99}
$$

where $k_1$ and $k_2$ are arbitrary constants, are satisfied. From relations (98) and (99) it follows that the non-linear reaction-diffusion equation

$$
c(x)u_t = [a(x)f(u)u_x]_x + c(x)\xi(x) \left[ k + \frac{1}{f(u)} \right], \quad k = \frac{k_1}{k_2}, \tag{100}
$$

where $a(x)$, $c(x)$, and $f(u)$ are arbitrary functions, and the function $\xi = \xi(x)$ is defined by formula (98), admits the generalized traveling-wave solution in implicit form

$$
\int f(u) \, du = \xi(x)t + \eta(x),
\quad \eta(x) = -k \int \frac{1}{a(x)} \left( \int c(x)\xi(x) \, dx \right) \, dx + C_3 \int \frac{dx}{a(x)} + C_4; \tag{101}
$$

$C_3$ and $C_4$ are arbitrary constants.

Example 11. We set $a(x) = c(x) = 1$ in equation (100) and $C_1 = 1$, $C_2 = 0$ in formulas (98) and (101) to obtain the equation

$$
u_t = [f(u)u_x]_x + x \left[ k + \frac{1}{f(u)} \right], \tag{102}
$$

which contains an arbitrary function $f(u)$ and an arbitrary constant $k$ and has the generalized traveling-wave solution

$$
\int f(u) \, du = xt - \frac{1}{6} k x^3 + C_3 x + C_4.
$$

In the particular case of $f(u) = e^u$, equation (102) takes the form

$$
u_t = (e^u u_x)_x + x(k + e^u).$$
Its exact solution is expressed explicitly, \( u = \ln(xt - \frac{1}{6}kx^3 + C_3x + C_4) \).

**Solution 18.** We substitute \( \omega(t) = t \) in (8) and (95), and then eliminate \( t \) to obtain the functional-differential equation

\[
\xi(a\eta'')_x - \eta(a\xi')_x + b\xi g - c\xi^2 f^{-1} + (a\xi'_x)_xF = 0, \quad F = \int f(u) \, du. \tag{103}
\]

In its derivation, the relation \( h = f \) has been taken into account.

Equation (103) is a special case of equation (9) with \( N = 5 \). It admits solutions under the following conditions:

\[
g = k_1 + k_2 f^{-1} + k_3 F, \quad F = \int f(u) \, du, \tag{104}
\]

\[
\xi(a\eta''')_x - \eta(a\xi''')_x + k_1 b \xi = 0, \tag{105}
\]

\[
k_2 b - c \xi = 0, \tag{106}
\]

\[
(a\xi''_x)_x + k_3 b \xi = 0, \tag{107}
\]

where \( f(u) \) is an arbitrary function and \( k_1, k_2, \) and \( k_3 \) are arbitrary constants. Assuming that the functions \( a = a(x) \) and \( c = c(x) \) are known, and eliminating \( b \) from equations (106) and (107), we arrive at an Emden–Fowler type equation for \( \xi \):

\[
(a\xi''_x)_x + \frac{k_3}{k_2} c \xi^2 = 0. \tag{108}
\]

Equation (105) is a linear nonhomogeneous ordinary differential equation with respect to \( \eta \), which has a particular solution \( \eta_p = -k_1/k_3 \) (with this value substituted, equation (105) reduces to (107)). The shortened homogeneous equation (105) corresponding to \( k_1 = 0 \) has a particular solution \( \eta_0 = \xi \). Hence, the order of this equation can be reduced [51]. Considering the above, we find the general solution of equation (105):

\[
\eta = C_1 \xi + C_2 \xi \int \frac{dx}{a\xi^2} - \frac{k_1}{k_3}, \tag{109}
\]

where \( C_1 \) and \( C_2 \) are arbitrary constants. The functional coefficient \( b \) is determined from equation (106).

To sum up, we have obtained the non-linear reaction-diffusion equation

\[
c(x)u_t = [a(x)f(u)u_x]_x + c(x)\xi(x) \left[ k_1 + \frac{1}{f(u)} + k_3 \int f(u) \, du \right], \tag{110}
\]
where $a(x)$, $c(x)$, and $f(u)$ are arbitrary functions, and the function $\xi = \xi(x)$ satisfies equation (108) with $k_2 = 1$. Equation (110) has the exact solution in implicit form

$$\int f(u) \, du = \xi(x)t + \eta(x),$$

(111)

where the function $\eta(x)$ is defined by formula (109).

Note that equation (110) is a generalization of equation (100).

**Example 12.** For $a(x) = c(x) = k_2 = 1$, equation (108) has the exact solution $\xi = -(6/k_3)x^{-2}$. In this case, the function $\eta$ in (109) takes the form $\eta = A_1x^{-2} + A_2x^3 - (k_1/k_3)$, where $A_1$ and $A_2$ are arbitrary constants that can be expressed in terms of $C_1$, $C_2$, and $k_3$.

**Solution 19.** It is easy to verify that the functional-differential equation (103) has solutions also if the relations

$$g = k_1 f^{-1}, \quad F = k_2 f^{-1} + k_3,$$

(112)

where $k_n$ are arbitrary constants, are satisfied. By setting $k_1 = 1$, $k_2 = 2$, and $k_3 = 0$ in (112), we obtain $f = u^{-1/2}$, $g = u^{1/2}$, and $F = 2u^{1/2}$. The corresponding non-linear reaction-diffusion type equation

$$c(x)u_t = [a(x)u^{-1/2}u_x]_x + b(x)u^{1/2},$$

(113)

where $a(x)$, $b(x)$, and $c(x)$ are arbitrary functions, has an exact solution that can be represented explicitly as

$$u = \frac{1}{4}[\xi(x)t + \eta(x)]^2.$$

(114)

Here, the functions $\xi = \xi(x)$ and $\eta = \eta(x)$ are determined by solving the ordinary differential equations

$$2(a\xi_x')_x + b\xi - c\xi^2 = 0,$$

$$\xi(\alpha\eta_x')_x - \eta(a\xi_x')_x = 0.$$  

(115)

Let $\xi = \xi(x)$ be a solution of the first equation in (115). Then the general solution of the second equation (115) is determined by formula (109) with $k_1 = 0$.

**Example 13.** The first equation (115) can be satisfied if we take $\xi(x) = b(x) = k$ and $c(x) = 1$, where $k = \text{const}$. Therefore, the equation

$$u_t = [a(x)u^{-1/2}u_x]_x + ku^{1/2},$$

(116)
which depends on an arbitrary function, \( a(x) \), has the exact solution
\[
\begin{align*}
  u &= \frac{1}{4}[kt + \eta(x)]^2, \\
  \eta(x) &= C_1 + C_2 \int \frac{dx}{a(x)}.
\end{align*}
\] (117)

Remark 13. The equation
\[
c(x)u_t = [a(x)u^{-1/2}u_x]_x + b(x)u^{1/2} + p(x),
\] (118)
which is more general than (113), has an exact solution of the form (114). In the cases \( b(x) = 0 \) and \( p(x)/b(x) \) = const, equation (118) belongs to the class of equations (6) in question.

Remark 14. The non-linear delay PDE
\[
c(x)u_t = [a_1(x)u^{-1/2}u_x]_x + [a_2(x)w^{-1/2}w_x]_x + b_1(x)u^{1/2} + b_2(x)w^{1/2} + p(x),
\] (121)
where \( \tau \) is the delay time and \( a_1(x), a_2(x), b_1(x), b_2(x), c(x), \) and \( p(x) \) are arbitrary functions, also admits an exact solution of the form (114).

4.2 Functional separable solutions for \( \omega(t) = e^{\lambda t} \)

We substitute \( \omega(t) = e^{\lambda t} \) in (8) and (95) and then eliminate \( t \) to obtain the functional-differential equation
\[
\frac{\lambda}{f} = \left( a\xi'_x \right)'_x + \left[ \left( a\eta_x \right)'_x + \frac{b}{c}g \right] \frac{1}{F - \eta}, \quad F = \int f du.
\] (119)

Equation (119) holds if we set
\[
\left( a\xi_x \right)'_x = -k_1 c \xi, \quad \eta = -k_2, \quad b = c, \quad g = \left( \frac{\lambda}{f} + k_1 \right)(F + k_2),
\] (120)
where \( k_1 \) and \( k_2 \) are arbitrary constants.

**Solution 20.** It follows from the relations (120) that the non-linear reaction-diffusion equation
\[
c(x)u_t = [a(x)f(u)u_x]_x + c(x) \left[ \frac{\lambda}{f(u)} + k_1 \right] \left[ \int f(u) du + k_2 \right],
\] (121)
where \( a(x), c(x), \) and \( f(u) \) are arbitrary functions and \( k_1, k_2, \) and \( \lambda \) are arbitrary constants, admits the functional separable solution in implicit form
\[
\int f(u) du = \xi(x)e^{\lambda t} - k_2.
\] (122)

The function \( \xi = \xi(x) \) is found by solving the linear ordinary differential equation
\[
[a(x)\xi'_x]_x + k_1 c(x)\xi = 0.
\]
In the degenerate case of \( k_1 = 0 \), the function \( \xi = \xi(x) \) is defined by formula (98).
4.3 Functional separable solutions for $\omega(t) = t^\beta$

We substitute $\omega(t) = t^{1/(1-n)}$ in (8) and (95) and then eliminate $t$ to obtain the functional-differential equation

$$\frac{1}{(n - 1)f} = \frac{(a\xi_x')_x}{c\xi^{2-n} (F - \eta)^{n-1}} + \left[\frac{(an_x')_x}{c\xi^{1-n}} + \frac{b}{c\xi^{1-n} g}\right] \frac{1}{(F - \eta)^n},$$

where $F = \int f\, du$. Equation (123) can be satisfied if we take

$$\begin{aligned}
(a\xi_x')_x &= -k_1 c\xi^{2-n}, & \eta &= -k_2, & b &= c\xi^{1-n}, & g &= k_1 (F + k_2) + \frac{(F + k_2)^n}{(n - 1)f},
\end{aligned}$$

where $k_1$ and $k_2$ are arbitrary constants.

**Solution 21.** From relations (124) it follows that the non-linear reaction-diffusion equation

$$c(x)u_t = [a(x)f(u)u_x]_x + c(x)\xi^{1-n} \left\{ k_1 [F(u) + k_2] + \frac{(F(u) + k_2)^n}{(n - 1)f(u)} \right\},$$

where $a(x)$, $c(x)$, and $f(u)$ are arbitrary functions, $k_1$, $k_2$, $n$, and $\lambda$ are arbitrary constants, and $F(u) = \int f(u)\, du$, admits the functional separable solution in implicit form

$$\int f(u)\, du = \xi(x)t^{1/(1-n)} - k_2.$$  \hspace{2cm} (126)

The function $\xi = \xi(x)$ in (125) and (126) is described by the non-linear ordinary differential equation

$$[a(x)\xi_x']_x + k_1 c(x)\xi^{2-n} = 0.$$  \hspace{2cm} (127)

Note that for $n = 2$, the general solution of equation (127) is

$$\xi = -k_1 \int \frac{1}{a(x)} \left( \int c(x)\, dx \right) dx + C_1 \int \frac{dx}{a(x)} + C_2,$$  \hspace{2cm} (128)

where $C_1$ and $C_2$ are arbitrary constants.

**Example 14.** Substituting $a(x) = c(x) = 1$, $k_1 = 0$, $C_1 = 1$, and $C_2 = 0$ in (125)–(127), we get the equation

$$u_t = [f(u)u_x]_x + x^{1-n} \frac{[F(u) + k_2]^n}{(n - 1)f(u)}, \quad F(u) = \int f(u)\, du,$$  \hspace{2cm} (129)

which allows the exact solution in implicit form $\int f(u)\, du = xt^{1/(1-n)} - k_2$. This solution is non-invariant and it is of a self-similar type; when substituted into equation (129), it causes the term $[f(u)u_x]_x$ to vanish.
5 Relationship of the method of functional separation of variables with other methods. Some comments

The direct method of constructing functional separable solutions in implicit form, based on formula (8), is closely related to (i) the method of differential constraints (which is based on the compatibility theory of PDEs [52]) and (ii) the nonclassical method of symmetry reduction (which is based on the invariant surface condition [53]). To show this, we differentiate formula (8) with respect to \( t \) and \( x \). As a result, we obtain two differential relations

\[
\begin{align*}
    u_t &= \xi(x)\bar{\omega}(t)p(u), \\
    u_x &= \left[\xi(x)\omega(t) + \eta(x)\right]p(u),
\end{align*}
\]

(130)

(131)

where \( \xi(x) = \xi'_x(x) \), \( \eta(x) = \eta'_x(x) \), \( \bar{\omega}(t) = \omega'_t(t) \), and \( p(u) = 1/h(u) \).

(i) Either relation (130) or (131) can be treated as a first-order differential constraint, which can be used to find exact solutions of equation (6) through a compatibility analysis of the overdetermined pair of equations (6) and (130) (or (6) and (131)) with the single unknown \( u \). The differential constraints (130) and (131) are equivalent to relation (8); at the initial stage, all functions included on the right-hand sides of (130) and (131) are considered arbitrary, and the specific form of these functions is determined in the subsequent analysis.

From the first-order differential constraints (130) and (131), one can obtain, by multiplying by suitable functions and differentiating, second-order differential constraints. For example, if we divide both sides of (130) by \( \xi(x)p(u) \) and then differentiate by \( x \), we obtain a second-order differential constraint with a mixed derivative. Differential constraints of the second and higher orders can also be used to construct exact solutions to equation (6) (see, for example, [18, 54–56]). In the general case, any PDE (or ODE, in a degenerate case) that depends on the same variables as the original equation can be treated as a differential constraint.

For a description of the method of differential constraints, its relationship with other methods, as well as a number of specific examples of its application, see, for example, [6, 14, 15, 18, 52, 54–59].

The construction of exact solutions by the method of differential constraints is based on a compatibility analysis of PDEs and is carried out in several steps briefly described below.

1. Two PDEs (the original PDE and a differential constraint) are differentiated (sufficiently many times) with respect to \( x \) and \( t \), and then the highest-order
derivatives are eliminated from the differential relations obtained and PDEs considered. As a result, one arrives at an equation involving powers of lower-order derivatives, for example, \( u_x \).

2. By equating the coefficients of all degrees of the derivative \( u_x \) with zero in this equation, one obtains compatibility conditions connecting the functional coefficients of the PDEs.

3. The compatibility conditions make up a non-linear system of ODEs for determining functional coefficients. In this step, it is necessary to find a solution to this system in a closed form.

4. The obtained coefficients are substituted into the differential constraint, which must then be integrated to find a form (or forms) of the unknown function \( u \) (in this step, intermediate solutions are obtained that contain undetermined functions).

5. The final form of the unknown function is determined from the original PDE.

In the last three steps of the method of differential constraints, one has to solve various equations (systems of equations). If no solution can be constructed in at least one of these steps, then one fails to construct an exact solution of the original equation.

Note that for constructing exact solutions, one may use several differential constraints (see, for example, [15, 18, 58]). In the general case, when investigating the compatibility of several PDEs with a single unknown function, one has to use the methods of analysis of overdetermined systems of PDEs based on the Cartan algorithm or on the Janet–Spenser–Kuranishi algorithm (the description of these algorithms and other information on the theory of overdetermined systems of PDEs can be found, for example, in [58, 60, 61]).

(ii) The first-order differential constraints (130) and (131) are special cases of an invariant surface condition [53], which characterizes the nonclassical method of symmetry reduction (in general, an invariant surface condition is a quasilinear first-order PDE of general form). This method, just like the method of different constraints, is also based on the compatibility analysis of two PDEs; specific examples of its use can be found, for example, in [11, 15, 18, 53, 62–68]. For first-order differential constraints, the results of applying the method of differential constraint and the nonclassical method of symmetry reduction coincide (provided that the differential constraint coincides with the invariant surface condition [15, 18]).
In practice, for the vast majority of nonlinear PDEs, it is preferable to use the direct method functional separation of variables, since this method require less steps where it is necessary to solve intermediate differential equations (in addition, intermediate equations are simpler) than the method of differential constraints or the nonclassical method of symmetry reduction. In all cases, a complicating factor is the presence of arbitrary functions, if included in the equation in question (it is precisely such equations that are discussed in this article). In addition, the method of differential constraints and the nonclassical method of symmetry reduction are very difficult to use to construct exact solutions of non-linear third- and higher-order equations, as this would lead to very cumbersome calculations and complex equations (often, the original equations look simpler). A good illustration of the complexity of using the nonclassical method of symmetry reduction is the article [69], where the linear heat equation and the Fokker–Planck equation were considered as examples.

The method of differential constraints and the nonclassical method of symmetry reduction are very general. The most important and informal problem arising in the application of these methods is as follows: how to find a suitable differential constraint or invariant surface condition for a given equation. If, for example, a differential constraint (or an invariant surface condition) contains insufficient functional arbitrariness, then no solutions can be obtained; if it is too general, then the compatibility analysis of the nonlinear PDEs under consideration will be so complex that one will not be able to find any exact solutions. The successful solution of the above problem lies beyond the formal description of these methods and, in each specific case, is usually determined by the experience and intuition of the researcher.

Note that the implicit representation for functional separable solutions (8) used in the present paper resulted from the natural generalization of solutions to two fairly simple model problems for non-linear heat and wave equations (see Sections 2.1 and 2.3). The technical use of (8) leads to relatively simple calculations and gives many exact solutions to the non-linear equation (6). Moreover, the currently available preliminary results (which have not yet been fully completed) show that the implicit representation of solution (8) can also be successfully used to construct exact solutions to non-linear convective-diffusion equations, non-linear Klein–Gordon equations with variable coefficients, and some higher-order PDEs.

Examples of the construction of exact functional separable solutions in an
explicit form for non-linear equations of the hydrodynamic type of the third and fourth orders can be found in [70–73].

Let us now briefly discuss the direct method by Clarkson and Kruskal [74] (see also [18, 54, 67, 68, 75–77]), which is based on looking for exact solutions in the form \( u = U(x, t, w(z)) \) with \( z = z(x, t) \). The functions \( U(x, t, w) \) and \( z(x, t) \) should be chosen so as to obtain ultimately a single ordinary differential equation for \( w(z) \). The requirement that the function \( w(z) \) must satisfy a single ODE greatly limits the capabilities of this method and does not allow it to be effectively used to construct exact solutions of equation (6).

### 6 Conclusions

The direct method for constructing functional separable solutions to non-linear equations of mathematical physics has been described. The solutions are sought in the form of an implicit relation containing several free functions (these functions are determined in the subsequent analysis). Different classes of non-linear reaction-diffusion equations with variable coefficients, which admit exact solutions, have been considered. Special attention has been paid to non-linear reaction-diffusion equations of general form, which depend on one or several arbitrary functions. Many new generalized traveling-wave solutions and functional separable solutions have been obtained.
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