Abstract: The paper shows that, in looking for exact solutions to nonlinear PDEs, the direct method of functional separation of variables can, in certain cases, be more effective than the method of differential constraints based on the compatibility analysis of PDEs with a single constraint (or the nonclassical method of symmetry reductions based on an invariant surface condition). This fact is illustrated by examples of nonlinear reaction-diffusion and convection-diffusion equations with variable coefficients, and nonlinear Klein–Gordon-type equations. Hydrodynamic boundary layer equations, nonlinear Schrödinger type equations, and a few third-order PDEs are also investigated. Several new exact functional separable solutions are given. A possibility of increasing the efficiency of the Clarkson–Kruskal direct method is discussed. A generalization of the direct method of the functional separation of variables is also described. Note that all nonlinear PDEs considered in the paper include one or several arbitrary functions.
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1. Introduction. Discussed Methods

1.1. Preliminary Remarks

The paper deals with nonlinear partial differential equations in which \(x\) and \(t\) are independent variables, and \(u = u(x, t)\) is the unknown function.

In mathematical physics and applied mathematics, the most common solutions that are looked for and used are traveling-wave and self-similar solutions (e.g., see [1–4]). A traveling-wave solution has the form \(u = u(z)\) with \(z = x - \lambda t\), where \(\lambda\) is a constant and \(u(z)\) is a function determined from a single ODE. A self-similar solution has the form \(u = x^\alpha w(y)\) with \(y = t^\beta x\), where \(\alpha\) and \(\beta\) are constants, and function \(w(y)\) is also described by a single ODE. Importantly, the problem of constructing exact solutions for a PDE in these cases is reduced to solving an ODE. The main methods for the integration of ODEs are described, for example, in [5–9].

The present paper makes a comparison of methods for seeking more complex exact solutions to nonlinear PDEs, which are found from the analysis of associated overdetermined systems of coupled differential equations or functional-differential equations. The paper looks at a few of the most effective methods (but not all of them) that are frequently used by scientists and have a wide range of applications (i.e., can be used to construct exact solutions to PDEs of different orders and types).

Nonlinear PDEs that involve one or more arbitrary functions of the unknown and/or independent variables are clearly the most difficult to analyze and find exact solutions. Such equations have significant generality and are of great practical interest for testing various numerical and approximate analytical methods for solving corresponding initial-boundary value problems. It is these equations that will be the focus of the present paper.

It should be emphasized that the focus of the paper is on closed-form exact solutions (or, briefly, closed-form solutions) that can be represented by analytical formulas written explicitly or implicitly using a predefined bounded set of allowed functions and mathematical operations. The allowed functions include elementary functions and functions appearing in the equation (this is required when the PDE in question includes arbitrary functions). The allowed mathematical operations are arithmetic operations, a finite number of function composition operations, and the indefinite integral.

1.2. Direct Method for Constructing Functional Separable Solutions in Implicit Form. Splitting Principle

Let us look at nonlinear PDEs of the form

\[
F(x, u_x, u_t, u_{xx}, u_{xt}, u_{tt}, \ldots) = 0.
\]
Equation (1) can be analyzed using a direct method of functional separation of variables based on seeking exact solutions in implicit form [10,11]:

\[ \int h(u) \, du = \xi(x)\omega(t) + \eta(x). \]  \hspace{1cm} (2)

Functions \( h(u), \xi(x), \eta(x), \) and \( \omega(t) \) are to be determined in subsequent analysis.

The procedure for constructing such solutions is as follows. First, using Formula (2), one calculates partial derivatives \( u_x, u_t, u_{xx}, \ldots \), which are expressed in terms of functions \( h, \xi, \eta, \omega \), and their derivatives. Then, these partial derivatives must be substituted into Equation (1) followed by eliminating the variable \( t \) with the help of (2). As a result (with a suitable choice of \( \omega \)), one arrives at a bilinear functional-differential equation:

\[ \sum_{j=1}^{N} \Phi_j[x] \Psi_j[u] = 0. \]  \hspace{1cm} (3)

Here, \( \Phi_j[x] \equiv \Phi_j(x, \xi, \eta, \xi', \eta', \ldots) \) and \( \Psi_j[u] \equiv \Psi_j(u, h, h', \ldots) \) are differential forms (in some cases, functional coefficients) that depend, respectively, on \( x \) and \( u \) alone. The following statement is true:

**The splitting principle** (first indicated by Birkhoff [12]). Functional differential equations of Form (3) can have solutions only if forms \( \Psi_j[u] \) \( (j = 1, \ldots, N) \) are connected by linear relations (see, for example, [3,10,11,13]):

\[ \sum_{j=1}^{n} k_{ij} \Psi_j[u] = 0, \quad i = 1, \ldots, n, \]  \hspace{1cm} (4)

where \( k_{ij} \) are some constants, \( 1 \leq m_i \leq N - 1 \), and \( 1 \leq n \leq N - 1 \). Degenerate cases must also be treated where, in addition to linear relations, some individual differential forms \( \Psi_j[u] \) vanish.

**Remark 1.** For more details about the splitting principle (splitting method), its application, and some additional formulas of type (4), see [3].

The splitting principle is used for the construction of exact solutions to functional differential equations of Form (3) and the corresponding nonlinear PDEs (1). Note that, in the generic case, different linear relations of Form (4) generate different solutions of the PDEs under consideration.

The efficiency of the described direct method was clearly demonstrated in [10,11], where more than 40 functional separable solutions to nonlinear reaction-diffusion and Klein–Gordon equations with variable coefficients and involving arbitrary functions were obtained.

**Remark 2.** Solutions (2) are a natural generalization of the traveling-wave solutions, which are obtained from Formula (2) by substituting \( \xi(x) = 1, \eta(x) = x, \) and \( \omega(t) = -\lambda t, \) where \( \lambda \) is an arbitrary constant.

1.3. Method of Differential Constraints

The direct method for constructing functional separable solutions in implicit form based on Formula (2) is closely related to the method of differential constraints, which is based on the compatibility theory of PDEs [14].

To show this, we differentiate Formula (2) with respect to \( t \) to obtain

\[ u_t = \xi(x)\varphi(t) \varphi(u), \]  \hspace{1cm} (5)

where \( \varphi(t) = \omega'(t) \) and \( \varphi(u) = 1/h(u) \).
Relation (5) can be treated as a first-order differential constraint, which can be used to find exact solutions of Equation (1) through compatibility analysis of the overdetermined pair of Equations (1) and (5) with single unknown \( u \). Differential Constraint (5) is equivalent to Relation (2); initially, all functions included on the right-hand sides of (2) and (5) are considered arbitrary, and the specific form of these functions is determined in the subsequent analysis.

Differential constraints of the second and higher orders can also be used to construct exact solutions to Equation (1); in the general case, any PDE (or ODE, in degenerate cases) that depends on the same variables as the original equation can be treated as a differential constraint. For a description of the method of differential constraints and its relationship with other methods, as well as a number of specific examples of its application, see, for example, [3,14–22]. Note that exact solutions can be sought using several differential constraints (see, for example, [3,20]).

The construction of exact solutions by the standard variant of the method of differential constraints is based on a compatibility analysis of PDEs and is carried out in several steps, briefly described below.

1. Two PDEs, the original PDE and a differential constraint, are differentiated (sufficiently many times) with respect to \( x \) and \( t \), and then the highest-order derivatives are eliminated from the differential relations obtained and PDEs considered. As a result, one arrives at an equation involving powers of lower-order derivatives, for example, \( u_x \).

2. By equating the coefficients of all degrees of derivative \( u_x \) with zero in this equation, one obtains compatibility conditions relating the functional coefficients of the PDEs.

3. The compatibility conditions make up a nonlinear system of ODEs for determining functional coefficients. In this step, it is necessary to find a solution to this system in a closed form.

4. The obtained coefficients are substituted into the differential constraint, which must then be integrated to find a form (or forms) of unknown function \( u \) (in this step, intermediate solutions are obtained that contain undetermined functions).

5. The final form of the unknown function is determined from the original PDE.

In the last three steps of the method of differential constraints, one has to solve different equations (systems of equations). If no solution can be found in at least one of these steps, the procedure fails and no exact solution to the original equation is obtained.

1.4. Nonclassical Method of Symmetry Reductions by Bluman and Cole

The first-order differential Constraint (5) is a special case of an invariant surface condition [23] that characterizes the nonclassical method of symmetry reductions. This method, just like the method of different constraints, is also based on compatibility analysis of PDEs; specific examples of its use can be found, for example, in [3,13,23–32]. For first-order differential constraints, the results obtained with the standard variant of the method of differential constraints (described in Section 1.3) and those with the nonclassical method of symmetry reductions coincide, provided that the differential constraint coincides with the invariant surface condition. Therefore, the nonclassical method of symmetry reductions can be regarded as an important special case of the method of differential constraints.

Remark 3. Although leading to a more complex (nonlinear) system of PDEs, the nonclassical method of symmetry reductions with splitting by derivatives [23,30] allows one to obtain more closed-form solutions than the classical Lie group analysis of PDEs [1,33,34]. It is noteworthy that solutions of Form (2) cannot usually be obtained with classical Lie group analysis of differential equations.

1.5. Question: Which Method is More Effective?

Although the differential Constraint (5) is equivalent to the functional Relation (2), the subsequent procedure for finding exact solutions by the direct method for constructing functional separable solutions in implicit form and that by the method of differential constraints (the nonclassical method of symmetry reductions) differ significantly. A natural and very important question arises: Do these methods result in the same exact solutions or not?
We show below that the direct method of functional separation of variables based on the implicit representation of Solution (2) can, in certain cases, provide more closed-form solutions than the method of differential constraints with the equivalent differential constraint (or the nonclassical method of symmetry reductions with the equivalent invariant surface condition) (5).

2. Nonlinear Reaction-Diffusion Equations with Variable Coefficients

2.1. Using the Method of Differential Constraints

Let us look at nonlinear reaction-diffusion equations with variable coefficients of form

\[ c(x)u_t = \left[ a(x)f(u)u_x \right]_x + b(x)g(u). \tag{6} \]

**Remark 4.** Some exact solutions to nonlinear reaction-diffusion equations of Form (6) were obtained, for example, in [3, 13, 16, 22, 35–46]; for exact solutions to more complex, nonlinear delay reaction-diffusion equations, see [32, 47–55].

To construct exact solutions to this equation, we use differential constraint (invariant surface condition)

\[ u_t = \theta(x, t)\phi(u), \tag{7} \]

which is more general than Constraint (5).

We solve Equation (6) for the highest derivative and eliminate \( u_t \) with the help of (7) to obtain

\[ u_{xx} = -\frac{f_u}{f}u_x^2 - \frac{a_x}{a}u_x - \frac{b}{a} \frac{g}{f} + \frac{c\theta}{a} \frac{\phi}{f}. \tag{8} \]

Differentiating Constraint (7) twice with respect to \( x \) and taking into account Relation (8), we get

\[ u_t = \theta \phi, \quad u_x = \theta \phi_u u_x + \theta_x \phi, \]

\[ u_{xx} = \theta \phi''_u u_{xx} + \theta \phi''_{uu} u_x^2 + 2\theta_x \phi'_u u_x + \theta_{xx} \phi \]

\[ = \theta \left( \phi''_u - \frac{f_u'}{f} \phi'_u \right) u_x^2 + A_1(x, t, u)u_x + A_0(x, t, u), \tag{9} \]

\[ A_1(x, t, u) = \left( 2\theta_x - \frac{a_x}{a} \theta \right) \phi''_u, \]

\[ A_0(x, t, u) = \theta_{xx} \phi - \frac{b}{a} \frac{g}{f} \phi'_u + \frac{c\theta^2}{a} \frac{\phi}{f} \phi'_u. \]

Note that \( A_1 \) and \( A_0 \) are independent of \( u_x \) and are expressed in terms of the functions appearing in PDEs (6) and (7).

Differentiating (8) with respect to \( t \) and taking into account the first two relations of (9), we find the mixed derivative in a different way:

\[ u_{xxt} = \theta \left[ \phi \left( \frac{f_u}{f} \right)' + 2\frac{f_u'}{f} \phi'_u \right] u_x^2 + B_1(x, t, u)u_x + B_0(x, t, u), \]

\[ B_1(x, t, u) = -2\theta_x \phi''_u \frac{f_u'}{f} - \frac{a_x}{a} \theta \phi'_u, \tag{10} \]

\[ B_0(x, t, u) = -\frac{a_x}{a} \theta \phi - \frac{b}{a} \frac{g}{f} \phi'(f)'_u + \frac{c\theta}{a} \phi + \frac{c\theta^2}{a} \phi \phi'(f)'_u. \]
By matching up third-order mixed derivatives (9) and (10), we obtain the following relation, quadratic in $u_x$:

$$K u_x^2 + M u_x + N = 0,$$

where

$$K = \theta^2 \left[ q''_u + \frac{q'_u f'_u}{f} + \varphi \left( \frac{f'_u}{f} \right)_u \right], \quad M = 2 \theta x (q'_u + \varphi f'_u),$$

$$N = \theta_{xx} \varphi + \frac{a x \theta}{a} q - \frac{b b}{a} \left[ \varphi \left( \frac{g}{f} \right)_u - q'_u \frac{g}{f} \right] - \frac{\theta^2}{a} \left[ \varphi \left( \frac{g}{f} \right)_u - q'_u \varphi \varphi' \right].$$

Functional coefficients $K$, $M$, and $N$ depend on $a$, $b$, $c$, $f$, $g$, $\theta$, $\varphi$, and their derivatives (and are independent of $u_x$). By equating in Equation (11) functional coefficients $K$, $M$, and $N$ to zero (the procedure of splitting by the derivative $u_x$), one can obtain a determining system of equations. Next, we only need the first equation of this system (corresponding to $K = 0$), which, after dividing by $\theta$, takes the form

$$q''_u + \frac{q'_u f'_u}{f} + \varphi \left( \frac{f'_u}{f} \right)_u = 0.$$

Considering $f$ to be an arbitrary function and $\varphi$ to be the unknown, we find the general solution of Equation (13):

$$\varphi = \frac{1}{f} \left( C_1 \int f \, du + C_2 \right),$$

where $C_1$ and $C_2$ are arbitrary constants. Thus, the method of differential constraints leads to exact solutions in which functions $f$ and $\varphi$ (involved in the original equation and the differential constraint) are related by Relation (14).

Using differential Constraint (5) is equivalent to representing the solution in Form (2). Since $\varphi = 1/h$, Solution (14) can be rewritten in terms of $f$ and $h$ as

$$h = f \left( C_1 \int f \, du + C_2 \right)^{-1}.$$

2.2. Using Direct Method of Functional Separation of Variables

The study [10] presents a large number of exact solutions to PDEs of Form (6), obtained using the method described in Section 1.2. In particular, it shows that equation

$$u_t = \left[ a(x)f(u) u_x \right]_x + \frac{a'_x(x)}{\sqrt{a(x)}} u_x,$$

that contains two arbitrary functions $a(x) > 0$ and $f(u)$, admits the exact solution in implicit form

$$\int \frac{f(u)}{u} \, du = 4t - 2 \int \frac{dx}{\sqrt{a(x)}} + C,$$

where $C$ is an arbitrary constant.

Solution (17) is a special case of Solutions (2) with $h = f/u$. This solution is different from Equation (15); consequently, it cannot be obtained by the method of differential constraints using Relation (5), neither can it be obtained using the more general differential Constraint (7).

Solutions of Form (17) are generated by two differential constraints: one of them is (5) and the other (additional) constraint has the form $u_x = p(x) \varphi(u)$ (namely, $\sqrt{a} f u_x = -2u$). It is important to note that the latter constraint is determined by the functional coefficients of the original Equation (6) and cannot be obtained from general a priori considerations.
In addition to Solution (17), several other exact solutions of Form (2) were also obtained in [10], which do not satisfy Relation (15) and are omitted here; just as above, these solutions cannot be obtained by the method of differential constraints based on a single constraint (or the nonclassical method of symmetry reductions based on invariant surface Conditions (5) or (7)).

**Remark 5.** It can be shown that Solution (17) cannot be obtained by the method of differential constraints using a single constraint of the form \( u_t = U(x,t,u) \), which is even more general than Conditions (5) and (7).

**Remark 6.** In applying the nonclassical method of symmetry reductions to Equation (16), the loss of exact Solution (17) occurred when Relation (11) was split in powers of \( u_x \). Instead of splitting in powers of \( u_x \), we can consider the compatibility of the complex nonlinear system of three coupled Equations (7), (8), and (11), with three unknown functions \( u, \phi, \) and \( \theta \) (this is how weak symmetries are studied [56]). In this case, although Solution (17) is not lost, it is technically much more difficult to obtain than with the direct method of functional separation of variables. It is noteworthy that the system of three PDEs, (7), (8), and (11), is not simpler than original Equation (6).

### 3. Nonlinear Convection-Diffusion Equations with Variable Coefficients

#### 3.1. Using the Method of Differential Constraints

Let us look at nonlinear convection-diffusion equations of the form

\[
c(x)u_t = [a(x)f(u)u_x]_x + b(x)g(u)u_x.
\]

**Remark 7.** For symmetries, transformations, and some exact solutions to nonlinear convection-diffusion equations with variable coefficients, see, for example, [3,57–62].

The compatibility analysis of two PDEs, original Equation (18), and differential Constraint (7), is performed in the same fashion as in Section 2.1. As a result, we obtain a relation quadratic in \( u_x \), of Form (11), in which the functional coefficient of \( u_x^2 \) coincides with \( K \) from (12).

Therefore, the method of differential constraints based on single Constraint (7) for the convection-diffusion equations (18) also results in Relations (14) and (15).

#### 3.2. Using the Direct Method of Functional Separation of Variables

It can be shown that the nonlinear convection-diffusion equation of special form

\[
u_t = [a(x)f(u)u_x]_x - \frac{1}{2}a_x(x)f(u)u_x,
\]

where \( a(x) \) and \( f(u) \) are arbitrary functions, admits two exact solutions

\[
\int \frac{f(u)}{u} \, du = kt \pm \sqrt{K} \int \frac{dx}{\sqrt{a(x)}} + C,
\]

with \( C \) and \( k \) being arbitrary constants.

Solutions (20) are special cases of solutions of Form (2) with \( h = f/u \). These solutions do not satisfy Relation (15) and, therefore, cannot be obtained by the method of differential constraints based on single Constraint (5), however, these solutions can be obtained if two differential constraints are used at once.
4. Nonlinear Klein–Gordon-Type Equations with Variable Coefficients

4.1. Using the Method of Differential Constraints

Now, let us look at the nonlinear Klein–Gordon-type equation with variable coefficients

\[ c(x)u_{tt} = [a(x)f(u)u_x]_x + b(x)g(u). \] (21)

Nonlinear Klein–Gordon-type equations play an important role in relativistic quantum mechanics, field theory, and nonlinear optics. Equations of Form (21) describe optical fibers, ultrashort optical pulses, commensurate and incommensurate phase transitions, ferroelectric transitions, crystal growths, dislocations, and others (e.g., see [63–66]).

Remark 8. For symmetries and some exact solutions to nonlinear Klein–Gordon-type equations with variable coefficients, see, for example, [3,21,67–72]; for exact solutions to more complex, nonlinear delay Klein–Gordon equations, see [73–75].

To construct exact solutions to this equation, we also used a more general differential Constraint (7) than (5). Differentiating Constraint (7) with respect to \( t \) gives

\[ u_t = \theta \varphi \implies u_{tt} = \theta \varphi' u_t + \theta_1 \varphi. \] (22)

We solve Equation (21) for \( u_{xx} \) and then eliminate \( u_{tt} \) with the help of Relation (22) to obtain

\[ u_{xx} = -\frac{a'}{f} u_x^2 - \frac{a'}{a} u_x - \frac{b}{a} g + \frac{c}{a f} (\theta^2 \varphi \varphi'_u + \theta_1 \varphi). \] (23)

Differentiating Constraint (7) with respect to \( x \) twice and taking into account Relation (23), we find \( u_{txx} \). Differentiating (23) with respect to \( t \) and taking into account the first two relations of (9), we determine mixed derivative \( u_{xxt} \). By matching up the two third-order mixed derivatives, \( u_{txx} = u_{xxt} \), we arrive at a relation quadratic in \( u_x \), of Form (11), in which the functional coefficient of \( u_x^2 \) coincides with \( K \) from (12). Using the same reasoning as in Section 2.1, we obtain Relation (15) between functions \( f \) and \( h \) appearing in Equation (21) and differential Constraint (7).

4.2. Using the Direct Method of Functional Separation of Variables

The study [11] presents a large number of exact solutions to PDEs of Form (21) obtained using the method described in Section 1.2.

Let us look at the nonlinear Klein–Gordon-type equation of special form

\[ u_{tt} = [a(x)f(u)u_x]_x + \frac{x^2}{a(x)} g(u), \] (24)

where \( a(x) \) is an arbitrary function; functions \( f(u) \) and \( g(u) \) are expressed in terms of the arbitrary function \( h = h(u) \) as

\[ f(u) = \frac{h'}{h'^2}, \quad g(u) = -\frac{1}{h} \left( \frac{h'}{h^3} \right)_u. \] (25)

It was shown in [11], using the direct method of functional separation of variables, that Equation (24) with functions \( f(u) \) and \( g(u) \) defined by Formulas (25) admits the following exact solution in implicit form:

\[ \int h(u) \, du = t - \int \frac{x \, dx}{a(x)} + C. \] (26)
It follows from the first relation of (25) and Solution (26) that Relation (15) is not satisfied, and hence, Solution (26) cannot be obtained by the method of differential constraints with single Constrain (5).

In addition to Solution (26), several other exact solutions of Form (2) were also obtained in [11] that do not satisfy Relation (15) and are omitted here; just as above, these solutions also cannot be obtained by the method of differential constraints based on a single constraint (or the nonclassical method of symmetry reductions based on invariant surface Condition (5) or (7)).


5.1. Note on the Clarkson–Kruskal Direct Method

Let us now briefly discuss the Clarkson–Kruskal direct method [76] (see also [3,17,30,31,77,78]), which is based on looking for exact solutions in Form

\[ u = U(x,t,w(\xi)) \]

with \( \xi = \xi(x,t) \). Functions \( U(x,t,w) \) and \( \xi(x,t) \) should be chosen so as to obtain ultimately a single ordinary differential equation for \( w = w(\xi) \). The requirement that function \( w \) must satisfy a single ODE greatly limits the capabilities of this method and does not allow it to be effectively used to find exact solutions such as presented in this note.

The nonclassical method of symmetry reductions is more general than the Clarkson–Kruskal direct method [26,27].

The effectiveness of the Clarkson–Kruskal direct method would greatly increase if one assumed that function \( w \) could satisfy an overdetermined system of several ODEs (or, in other words, could satisfy several differential constraints); see Sections 5.2 and 5.3 below.

5.2. Axisymmetric Boundary Layer. Functional Separable Solutions in Explicit Form

The system of equations of a laminar unsteady axisymmetric boundary layer on a body of revolution [79] can be reduced through the introduction of stream function \( u \) and (a suitable new independent variable \( z \)) to a single nonlinear third-order PDE with variable coefficients [80]:

\[ u_{1z} + u_z u_{zz} - u_x u_{zz} = v r^2(x) u_{zz} + F(x,t), \quad \text{(27)} \]

where \( r = r(x) \) describes the shape of the body (this function is considered arbitrary here), while \( F(x,t) \) defines the pressure gradient, and \( v \) is the kinematic viscosity.

Exact solutions to Equation (27) can be sought using the method of functional separation of variables in explicit form [80]

\[ u = f w(\xi) + g z + h, \quad \xi = \phi z + \psi, \quad \text{(28)} \]

with functions \( f = f(x,t), g = g(x,t), h = h(x,t), \phi = \phi(x,t), \psi = \psi(x,t), \) and \( w = w(\xi) \) to be determined. Substituting (28) into Equation (27), and replacing \( z \) with \((\xi - \psi)/\phi\) yields functional differential equation

\[ \sum_{n=1}^{6} \Phi_n[x,t] \Psi_n[\xi] = \Phi_7[x,t] \Psi_7[\xi]. \quad \text{(29)} \]

Here, \( \Phi_n = \Phi_n[x,t] \) are differential forms dependent on the functional coefficients (and their derivatives) involved in (28) and (27) (all \( \Phi_n \) are independent of \( w \)),

\[ \Phi_1 = g_t + g_x - F, \quad \Phi_2 = (f \phi)_t + (f g \phi)_x, \quad \Phi_3 = f \phi (f \phi)_x, \]
\[ \Phi_4 = f (\phi \psi)_t + g \phi \psi_x + g_x \phi \psi = \phi \phi_t - g \phi_x \psi - h_x \phi^2, \]
\[ \Phi_5 = f (\phi_x + g \phi_x - g_x \phi), \quad \Phi_6 = -f \phi_x \phi^2, \quad \Phi_7 = v r^2 f \phi^3. \quad \text{(30)} \]
Forms $\Psi_n = \Psi_n[\zeta]$ are only dependent on function $w$ (and its derivatives) and are expressed as $[80]$:

$$\Psi_1 = 1, \quad \Psi_2 = w'_\zeta, \quad \Psi_3 = (w'_\zeta)^2, \quad \Psi_4 = w''_{\zeta^2},$$

$$\Psi_5 = \zeta w'''_{\zeta^2}, \quad \Psi_6 = w w''_{\zeta^2}, \quad \Psi_7 = w''''_{\zeta^2}. \quad \tag{31}$$

The variables in Equation (29) can be separated if we assume that $\Phi_n[x, t]$ on the left-hand side of Equation (29) are all proportional to $\Phi_7[x, t]$. This leads to an overdetermined system of PDEs:

$$\Phi_n[x, t] = a_n \Phi_7[x, t], \quad n = 1, \ldots, 6 \quad (a_n = \text{const}), \quad \tag{32}$$

and a single nonlinear ODE for $w = w(\zeta)$,

$$\sum_{n=1}^{6} a_n \Psi_n = \Psi_7. \quad \tag{33}$$

If, for some $a_n$, one succeeds in finding a particular solution to nonlinear System (32), then the corresponding solution to Equation (33) generates an exact solution to Equation (27). These solutions correspond to using the Clarkson–Kruskal direct method.

5.3. Axisymmetric Boundary Layer. Using Multiple Differential Constraints

It can be shown that the most interesting solutions of Form (28), those involving several arbitrary functions, may be obtained if one uses two or three differential relations that are linear combinations of forms $\Psi_n$ defined in (31).

Table 1 lists a number of functions $w = w(\zeta)$ that generate two or three linear differential constraints among differential Forms (31). The differential constraints shown in the first ten rows were described in [80]; the last four rows show new differential constraints, which generate new exact solutions of Form (28) to Equation (27) (we do not discuss these solutions in this paper).

<table>
<thead>
<tr>
<th>No.</th>
<th>Generating Functions $w$</th>
<th>Linear Constraints between $\Psi_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$w = \zeta^2$</td>
<td>$\Psi_4 = 2\Psi_1, \quad \Psi_5 = \Psi_2, \quad \Psi_6 = \frac{1}{2}\Psi_3$</td>
</tr>
<tr>
<td>2</td>
<td>$w = \zeta^3$</td>
<td>$\Psi_4 = 2\Psi_2, \quad \Psi_6 = \frac{3}{2}\Psi_3, \quad \Psi_7 = 6\Psi_1$</td>
</tr>
<tr>
<td>3</td>
<td>$w = \zeta^4$</td>
<td>$\Psi_5 = 3\Psi_2, \quad \Psi_6 = \Psi_3, \quad \Psi_7 = -6\Psi_3$</td>
</tr>
<tr>
<td>4</td>
<td>$w = \zeta^{-1}$</td>
<td>$\Psi_5 = (n-1)\Psi_2, \quad \Psi_6 = \frac{n-1}{n}\Psi_3 \quad (n \neq -1, 0, 1, 2, 3)$</td>
</tr>
<tr>
<td>5</td>
<td>$w = \exp \zeta$</td>
<td>$\Psi_2 = \Psi_4 = \Psi_7, \quad \Psi_6 = \Psi_3$</td>
</tr>
<tr>
<td>7</td>
<td>$w = \cosh \zeta$</td>
<td>$\Psi_6 = \Psi_1 + \Psi_3, \quad \Psi_7 = \Psi_2$</td>
</tr>
<tr>
<td>8</td>
<td>$w = \sinh \zeta$</td>
<td>$\Psi_6 = \Psi_3 - \Psi_1, \quad \Psi_7 = \Psi_2$</td>
</tr>
<tr>
<td>9</td>
<td>$w = \cos \zeta$</td>
<td>$\Psi_6 = \Psi_3 - \Psi_1, \quad \Psi_7 = -\Psi_2$</td>
</tr>
<tr>
<td>10</td>
<td>$w = \sin \zeta$</td>
<td>$\Psi_6 = \Psi_3 - \Psi_1, \quad \Psi_7 = -\Psi_2$</td>
</tr>
<tr>
<td>11</td>
<td>$w = \tanh \zeta$</td>
<td>$\Psi_6 = -2\Psi_2 + 2\Psi_3, \quad \Psi_7 = -2\Psi_2 - 3\Psi_6$</td>
</tr>
<tr>
<td>12</td>
<td>$w = \coth \zeta$</td>
<td>$\Psi_6 = -2\Psi_2 + 2\Psi_3, \quad \Psi_7 = -2\Psi_2 - 3\Psi_6$</td>
</tr>
<tr>
<td>13</td>
<td>$w = \tan \zeta$</td>
<td>$\Psi_6 = -2\Psi_2 + 2\Psi_3, \quad \Psi_7 = 2\Psi_2 + 3\Psi_6$</td>
</tr>
<tr>
<td>14</td>
<td>$w = \cot \zeta$</td>
<td>$\Psi_6 = 2\Psi_2 + 2\Psi_3, \quad \Psi_7 = 2\Psi_2 - 3\Psi_6$</td>
</tr>
</tbody>
</table>

It is important that the differential constraints specified in Table 1 are not known in advance. They arise in the course of the analysis and result from the representation of solutions to Equation (27) in explicit Form (28) and while using Equation (33).

Similar exact solutions based on several differential constraints for other hydrodynamic boundary layer equations are obtained in [81,82].
6. Functional Separable Solutions of Other Nonlinear PDEs

6.1. Functional Separable Solutions of Nonlinear PDEs with Two or More Space Variables

The method described in Section 1.2 allows one to construct exact solutions of nonlinear PDEs with two or more space variables. In this case, instead of Formula (2), a functional separable solution should be sought in form

$$\int h(u) \, du = \xi(x) \omega(t) + \eta(x), \quad (34)$$

where \( x = \{x_1, \ldots, x_n\} \) and \( x_1, \ldots, x_n \) are spatial variables included in the equation in question. We illustrate this with a specific example.

Consider a nonlinear reaction-diffusion equation with \( n \) space variables:

$$u_t = a(x) \nabla \cdot [b(x)f(u)\nabla u] + c(x) + k(t)f(u), \quad (35)$$

where \( a(x), b(x), c(x), k(t), \) and \( f(u) \) are arbitrary functions, \( \nabla \) is the gradient operator, and

$$\nabla \cdot [b(x)f(u)\nabla u] = \sum_{j=1}^{n} \frac{\partial}{\partial x_j} \left[ b(x)f(u) \frac{\partial u}{\partial x_j} \right].$$

It is easy to show that Equation (35) admits an exact solution in implicit form

$$\int f(u) \, du = \int k(t) \, dt + \eta(x), \quad (36)$$

where function \( \eta = \eta(x) \) satisfies linear elliptic equation

$$\nabla \cdot [b(x)\nabla \eta] = -c(x)/a(x). \quad (37)$$

In the special case \( b(x) \equiv 1 \), this is the Poisson equation \( \Delta \eta = -c(x)/a(x) \) (for exact solutions to the Poisson equation, see, for example, [83]).

6.2. Functional Separable Solutions of Third-Order Nonlinear PDEs

In [3,84], some explicit functional separable solutions to nonlinear KDV type equations are given. The method described in Section 1.2 can be successfully applied to construct exact solutions in implicit form to nonlinear PDEs of the third and higher orders. This is illustrated with two specific examples.

1. Consider a third-order nonlinear PDE of form

$$u_t = a(x)[b(x)f(u)u_x]_{xx} + c(x) + \frac{k}{f(u)}, \quad (38)$$

where \( a(x), b(x), c(x), \) and \( f(u) \) are fairly arbitrary functions, and \( k \neq 0 \) is an arbitrary constant.

By the method described in Section 1.2, we can construct an exact solution to Equation (38) in implicit form:

$$\int f(u) \, du = kt + \int \zeta(x) \, dx + C_1, \quad (39)$$

where \( C_1 \) is an arbitrary constant, and function \( \zeta = \zeta(x) \) is determined by the second-order linear ODE

$$a(x)[b(x)\zeta''_x] + c(x) = 0. \quad (40)$$
Integrating twice, we obtain the general solution of Equation (40):

$$
\zeta = \frac{1}{b(x)} \left[ C_2 x + C_3 - \int \left( \int \frac{c(x)}{a(x)} \, dx \right) \, dx \right],
$$

(41)

where $C_2$ and $C_3$ are arbitrary constants.

Thus, Formulas (39) and (41) define an exact functional separable solution to third-order nonlinear Equation (38).

2. Let us look at another nonlinear PDE of the third order

$$
u_t = [x^2 a(x) f(u) u_x]_{xx} - a(x)[k + 2 f(u)] u_x,
$$

(42)

where $a(x)$ and $f(u)$ are arbitrary functions. It is not difficult to verify that this equation admits the following functional separable solution in implicit form:

$$
\int f(u) \, du = k t - \int \frac{dx}{a(x)} + C_1.
$$

6.3. Functional Separable Solutions of the Nonlinear Schrödinger Equation of General Form

Consider the nonlinear Schrödinger equation of general form:

$$
i w_t + w_{xx} + f(|w|) w = 0,
$$

(43)

where $w$ is a complex-valued function of real variables $x$ and $t$, $f(u)$ is an arbitrary real-valued function of a real variable, and $i^2 = -1$.

Nonlinear Schrödinger-type equations are often used to describe different processes in theoretical physics, including nonlinear optics, superconductivity, and plasma physics [85–88].

Exact solutions of Equation (43) are sought in form

$$
w = u(x,t) \exp[i v(x,t)],
$$

(44)

where real-valued functions $u = u(x,t)$ and $v = v(x,t)$ satisfy the following nonlinear system of coupled PDEs:

$$
-w v_t + u_{xx} - u v_x^2 + uf(|u|) = 0,
$$

(45)

$$
u_t + u_x v_x + (u v_x)_x = 0.
$$

(46)

Some traveling wave solutions (optical solitons) to coupled Equations (45) and (46) with $f(u)$ of special form were obtained, for example, in [89–91]. Below are several functional separable solutions of more general System (45)–(46) with arbitrary function $f(u)$ [3].

1. There is a traveling-wave solution of form

$$
u = u(y), \quad v = Ax + Bt + C, \quad y = x - 2At,
$$

where $A$, $B$, and $C$ are arbitrary real constants, and function $u = u(y)$ determined by the autonomous ODE

$$
u_{yy} + uf(|u|) - (A^2 + B) u = 0.
$$

Integrating yields the general solution in implicit form:

$$
\int \frac{du}{\sqrt{(A^2 + B)u^2 - 2F(u) + C_1}} = C_2 \pm y, \quad F(u) = \int uf(|u|) \, du,
$$

where $A$, $B$, $C$, $C_1$, and $C_2$ are arbitrary real constants.
2. There is a functional separable solution of form

\[ u = u(z), \quad v = Ax t - \frac{2}{3} A^2 t^3 + B t + C, \quad z = x - A t^2, \]

where \( A, B, \) and \( C \) are arbitrary real constants; the function \( u = u(z) \) is determined by the ODE

\[ u''_{zz} + uf(|u|) - (Az + B)u = 0. \]

3. There are functional separable solutions of the form

\[ u = \frac{1}{C_1 \sqrt{t}}, \quad v = \frac{(x + C_2)^2}{4t} + \int f(\sqrt{C_1 t})^{-1/2} dt + C_3, \]

where \( C_1, C_2, \) and \( C_3 \) are arbitrary real constants \((C_1 \neq 0)\).

4. There are functional separable solutions of form

\[ u = u(x), \quad v = C_1 t + C_2 \int \frac{dx}{u(x)} + C_3, \]

where \( C_1, C_2, \) and \( C_3 \) are arbitrary real constants, and the function \( u = u(x) \) is determined by the autonomous ODE

\[ u''_{xx} - C_1 u - C_2 u^{-3} + uf(|u|) = 0, \]

whose general solution can be written in implicit form.

5. There is a functional separable solution of the form

\[ u = u(\zeta), \quad v = At + \phi(\zeta), \quad \zeta = kx + \lambda t, \]

where \( A, k, \) and \( \lambda \) are arbitrary real constants; functions \( u = u(\zeta) \) and \( \phi = \phi(\zeta) \) are determined by system of coupled ODEs

\[ \begin{align*}
  k^2 u \phi''_{\zeta} + 2k^2 u'_{\zeta} \phi'_{\zeta} + \lambda u_{\zeta} &= 0, \\
  k^2 u''_{\zeta} - k^2 u(\phi')^2 - \lambda u \phi'_{\zeta} - Au + uf(|u|) &= 0.
\end{align*} \]

**Remark 9.** The handbook [3] presents a number of exact solutions to more complex nonlinear Schrödinger and Ginzburg–Landau type equations with variable coefficients that may depend on \( t \) or \( x \).

7. A Generalization of the Method of Functional Separation of Variables

7.1. Using Nonlocal Transformations

Instead of searching for exact solutions to Equation (1) in Form (2), let us make a nonlocal transformation

\[ \theta(x, t) = \int h(u) \, du, \quad (47) \]

where \( \theta = \theta(x, t) \) a new unknown function; function \( h(u) \) can vary and is determined in the subsequent analysis when constructing exact solutions. The representation of nonlocal transformation \((47)\) as a nonlinear integral is a generalization of Solution (2). Schematically, this can be written as

\[ \zeta(x) \omega(t) + \eta(x) \implies \theta(x, t). \]
To be specific, let us look at nonlinear reaction-diffusion Equation (6). Using (47), we calculate partial derivatives $u_x$, $u_t$, and $u_{xx}$. Then, substituting these into Equation (6), we obtain

$$-c\partial_t + (a\partial_x)x f + a\partial_x^2\left(\frac{f}{h}\right)_u + bh = 0. \quad (48)$$

For $h = 1$, Equation (48) coincides with original Equation (6). Therefore, at this stage, no solutions are lost.

Introducing functions

$$\varphi_1 = -c\partial_t, \quad \varphi_2 = (a\partial_x)x, \quad \varphi_3 = a\partial_x^2, \quad \varphi_4 = b;$$
$$\psi_1 = 1, \quad \psi_2 = f, \quad \psi_3 = (f/h)_u, \quad \psi_4 = gh,$$  

we rewrite Equation (48) as

$$\sum_{j=1}^{4} \varphi_j\psi_j = 0. \quad (50)$$

Equation (50) is similar in form to functional differential Equation (3). However, in Equation (50), functions $\varphi_j$ and $\psi_j$ depend on the same independent variables $x$ and $t$, whereas in Equation (3) they depend on different variables. Therefore, in this case, it is not possible to make full use of the splitting principle formulated in Section 1.2, as there may also be other exact solutions. However, one can try to construct exact solutions of Equation (50) by equating several linear combinations of functions $\varphi_j$ (and $\psi_j$) with zero; in addition, one can also consider degenerate cases in which, in addition to the linear combinations, individual $\varphi_j$ or $\psi_j$ vanish. We call this approach to constructing exact solutions the generalized splitting principle.

**Example 1.** Equation (50) holds if we set

$$\varphi_1 = -A\varphi_3, \quad \varphi_2 = \varphi_4; \quad \varphi_3 = A\psi_1, \quad \varphi_4 = -\psi_2. \quad (51)$$

where $A$ is an arbitrary constant. Substituting (49) in (51) gives

$$c\partial_t = Aa\partial_x^2, \quad (a\partial_x)x = b; \quad (f/h)_u = A, \quad gh = -f. \quad (52)$$

For $c(x) = 1$, the analysis of System of Equations (52) leads to Equation (16) and its Solution (17) (if $A = \frac{1}{4}k$). In addition, there is another equation, which only differs from Equation (16) in the sign of the last term, and its solution; these are given in [10].

**7.2. Possible Modifications**

In addition to Equation (50), we can consider equivalent differential equations that reduce to Equation (50) on the set of functions satisfying Relation (47). Two examples of such equations are given below:

$$c(-\partial_t + \lambda\partial) - \lambda cH + (a\partial_x)x f + a\partial_x^2\left(\frac{f}{h}\right)_u + bh = 0, \quad (53)$$

$$-c\partial_te^{\lambda x}e^{-\lambda H} + (a\partial_x)x f + a\partial_x^2\left(\frac{f}{h}\right)_u + bh = 0, \quad (54)$$

where $H = \int h du$ and $\lambda$ is an arbitrary constant.

Using the generalized splitting principle for Equations (48), (53), and (54) leads to a number of exact solutions. For nonlinear reaction-diffusion Equation (6), the application of the generalized splitting principle to Equations (48), (53), and (54) allows us to find all functional separable solutions of Form (2) with $\zeta(x) = 1$, which were obtained previously in [10].
A similar approach can also be used to find exact solutions to other nonlinear PDEs.

8. Brief Conclusions

The efficiency of various methods for constructing exact solutions of nonlinear PDEs was discussed. It was shown that the direct method of functional separation of variables can, in certain cases, be more effective than the method of differential constraints based on the compatibility analysis of PDEs with a single constraint (or the nonclassical method of symmetry reductions based on an invariant surface condition). Nonlinear reaction-diffusion and convection-diffusion equations with variable coefficients, nonlinear Klein–Gordon-type equations, hydrodynamic boundary layer equations, nonlinear Schrödinger-type equations, and some third-order PDEs were considered. Several new exact solutions were given. A possibility of increasing the efficiency of the Clarkson–Kruskal direct method was discussed. A generalization of the direct method of functional separation of variables was suggested.
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