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The objective of this paper is to assess both the applicability and the accuracy of linearization method in several problems of general nonlinear integral equations. This method provides piecewise linear integral equations which can be easily integrated. It is shown that the accuracy of linearization method can be substantially improved by employing variable steps which adjust themselves to the solution. This approach can reveal that, under this method, the nonlinear integral equations can be transformed into the linear integral equations which may be integrated using classical methods. Numerical examples are used to illustrate the preciseness and effectiveness of the proposed method.
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1. Introduction

Modeling and analysis of physical phenomena in applied sciences often generates nonlinear mathematical problems. Nonlinearity may be an inner feature of the model, that is, evolution equations with nonlinear terms, or of the problem, that is, nonlinear boundary conditions. The interplay between applied sciences and mathematics then leads to the development of initial and/or boundary value problems for nonlinear partial differential or integral or integrodifferential equations modeling real physical systems. The theory and application of integral equations is an important subject within applied mathematics. Integral equations are used as mathematical models for many and varied physical situations, and also occur as reformulations of other mathematical problems. Since many physical problems are modeled by integral equations, the numerical solutions of such integral equations have been highly studied by many authors. In recent years, numerous works have been focusing on the development of more advanced and efficient methods for integral equations such as implicitly linear collocation methods [1], product integration method [3], and Hermite-type collocation method [2] and semianalytical-numerical techniques such as Adomian’s decomposition method [4].
The linearization method presented in this paper for integral equations is based on the piecewise linearization of the nonlinear integral equations and the analytical solution of the resulting linear integral equation. Thus, linearization methods provide closed-form solutions in a piecewise fashion and are not iterative; therefore, they do not need a judicious guess to the solution. Furthermore, since these methods are based on the linearization of the nonlinear integral equations, they also provide a means to adapt the step size to the solution. If one is only interested in the values of the dependent variables at discrete values of the independent variable, linearization methods provide explicit nonlinear mappings.

2. Model problems and method

We will consider the general nonlinear Volterra integral equation of the form

\[ y(x) = f(x) + \lambda \int_a^x K(x, t, y(t)) \, dt, \]  

(2.1)

where \( y(x) \) is an unknown function, \( a \) is a real constant, and the functions \( f(x) \) and \( K(x, t, y(t)) \) are analytical on \( \mathbb{R} \) and \( \mathbb{R}^3 \), respectively.

Note that \( K(x, t, y(t)) \) is a nonlinear function which may be singular at \( x = x_0 \).

Now, we are interested to find the numerical solution to (2.1) in domain \( T = [a, +\infty) \). Consider the interval \([a, b) \subseteq T \), and divide it into a series of subintervals \([x_n, x_{n+1})\) such that \( x_0 = a \). In each subinterval \( K(x, t, y) \) may be linearized as follows.

1. If \( K(x, t, y) \) is regular, \( K \) may be approximated by the first three terms of its Taylor series expansion around \((x_n, t_n, y_n)\) in the following form:

\[ K(x, t, y) = K(x_n, t_n, y_n) + (x - x_n) \frac{\partial K(x_n, t_n, y_n)}{\partial x} + (t - t_n) \frac{\partial K(x_n, t_n, y_n)}{\partial t} + (y - y_n) \frac{\partial K(x_n, t_n, y_n)}{\partial y}. \]  

(2.2)

By substituting (2.2) in (2.1), we obtain

\[ y(x) = f(x) + \lambda \int_a^x [K_n + (x - x_n)J_n + (t - t_n)Q_n + (y - y_n)Z_n] \, dt, \quad x_n \leq x \leq x_{n+1}, \]  

(2.3)

where

\[ y(x_n) = y_n, \]  

(2.4)

\[ K_n = K(x_n, t_n, y_n), \quad J_n = \frac{\partial K(x_n, t_n, y_n)}{\partial x}, \]  

\[ Q_n = \frac{\partial K(x_n, t_n, y_n)}{\partial t}, \quad Z_n = \frac{\partial K(x_n, t_n, y_n)}{\partial y}. \]  

(2.5)
Since in the integral part of (2.3) \( t \) is an independent variable, \( y \) is a dependent variable, and \( x \) is a parameter, therefore by integrating it respect to \( t \), we have

\[
y(x) = f(x) + \lambda Z_n \int_a^x y(t) dt + \lambda \left[ K_n + (x - x_n)J_n - y_nZ_n \right] \int_a^x dt + \lambda Q_n \int_a^x (t - t_n) dt. \tag{2.6}
\]

From this equation and after some computations, we obtain

\[
y(x) = f(x) + \lambda \left[ K_n + (x - x_n)J_n - y_nZ_n \right](x - a) + \frac{\lambda}{2} \left[ (x - t_n)^2 - (a - t_n)^2 \right] Q_n + \lambda Z_n \int_a^x y(t) dt, \quad x_n \leq x < x_{n+1}. \tag{2.7}
\]

With differentiating (2.7), respect to \( x \), we obtain

\[
y'(x) - \lambda Z_n y(x) = f'(x) + \lambda \left[ K_n + (2x - x_n - a)J_n - y_nZ_n + Q_n(x - t_n) \right]. \tag{2.8}
\]

It is clear that, this equation is a linear ordinary differential equation, whose analytical solution may be written as

\[
y(x) = y(x_n) + f(x) + \lambda Z_n \exp (\lambda Z_n x) \int_{x_n}^x f(t) \exp (-\lambda Z_n t) dt
\]

\[
- \frac{1}{Z_n} \left\{ K_n + \left[ (x - x_n) + (x - a) + \frac{2}{\lambda Z_n} \right] J_n + \left( x - t_n + \frac{1}{\lambda Z_n} \right) Q_n \right\}
\]

\[
+ \exp (\lambda Z_n (x - x_n)) \left\{ \frac{1}{Z_n} \left[ K_n + \left( x_n - a + \frac{2}{\lambda Z_n} \right) J_n + \left( x_n - t_n + \frac{1}{\lambda Z_n} \right) Q_n \right] - f(x_n) \right\}, \quad x_n \leq x < x_{n+1}. \tag{2.9}
\]

Equation (2.9) provides the following nonlinear mapping

\[
y(x_{n+1}) = y(x_n) + f(x_{n+1}) + \lambda Z_n \exp (\lambda Z_n x_{n+1}) \int_{x_n}^{x_{n+1}} f(t) \exp (-\lambda Z_n t) dt
\]

\[
- \frac{1}{Z_n} \left\{ K_n + \left[ (x_{n+1} - x_n) + (x_{n+1} - a) + \frac{2}{\lambda Z_n} \right] J_n + \left( x_{n+1} - t_n + \frac{1}{\lambda Z_n} \right) Q_n \right\}
\]

\[
+ \exp (\lambda Z_n (x_{n+1} - x_n)) \left\{ \frac{1}{Z_n} \left[ K_n + \left( x_n - a + \frac{2}{\lambda Z_n} \right) J_n + \left( x_n - t_n + \frac{1}{\lambda Z_n} \right) Q_n \right] - f(x_n) \right\}. \tag{2.10}
\]

Note that, since the integral equation (2.1) is one-dimensional and \( x \) is independent variable, therefore \( x \) and \( t \) are equivalent. Now, we will use (2.10) and initial condition
On the numerical solutions of integral equations

(2.4) for solving (2.1) by taking \( t_n = x_n \). By this assumption, the numerical solution of (2.1) at the grid points \( x_{n+1} \), for \( n = 0, 1, 2, \ldots \), can be obtained from

\[
y_{n+1} = y_n + f_{n+1} + \lambda Z_n \exp (\lambda Z_n x_{n+1}) \int_{x_n}^{x_{n+1}} f(t) \exp (-\lambda Z_n t) dt
- \frac{1}{Z_n} \left\{ K_n + \left[ \Delta x_n + (x_{n+1} - x_0) + \frac{2}{\lambda Z_n} \right] J_n + \left( \frac{\Delta x_n}{\lambda Z_n} \right) Q_n \right\} + \exp (\lambda Z_n \Delta x_n) \left\{ \frac{1}{Z_n} \left[ K_n + \left( x_n - x_0 + \frac{2}{\lambda Z_n} \right) J_n + \frac{1}{\lambda Z_n} Q_n \right] - f(x_n) \right\},
\]

where \( \Delta x_n = x_{n+1} - x_n \) is the local size step and \( y(x_0) = y_0 \).

On the other hand, if we set \( \Delta x_n = h \) for \( n = 0, 1, 2, \ldots \), namely, \( x_n = x_0 + nh \), then (2.11) will be reduced to the following equation:

\[
y_{n+1} = y_n + f_{n+1} + \lambda Z_n \exp (\lambda Z_n x_{n+1}) \int_{x_n}^{x_{n+1}} f(t) \exp (-\lambda Z_n t) dt
- \frac{1}{Z_n} \left\{ K_n + \left[ (n + 2)h + \frac{2}{\lambda Z_n} \right] J_n + \left( h + \frac{1}{\lambda Z_n} \right) Q_n \right\} + \exp (\lambda Z_n h) \left\{ \frac{1}{Z_n} \left[ K_n + \left( nh + \frac{2}{\lambda Z_n} \right) J_n + \frac{1}{\lambda Z_n} Q_n \right] - f(x_n) \right\}.
\]

(2) If \( K(x, t, y(t)) \) is singular at \( x_n \), the above derivation is not valid, but \( K(x, t, y) \) may be approximated by the first three terms of its Taylor series expansion around \( (x_{n+1}, t_{n+1}, y_n) \), so (2.1) may be approximated by

\[
y(x) = f(x) + \lambda \left[ K_{n+1} + (x - x_{n+1}) J_{n+1} - y_n Z_{n+1} \right] (x - a)
+ \frac{\lambda}{2} \left[ (x - t_{n+1})^2 - (a - t_{n+1})^2 \right] Q_{n+1} + \lambda Z_{n+1} \int_a^x y(t) dt, \quad x_n < x \leq x_{n+1},
\]

where

\[
K_{n+1} = K(x_{n+1}, t_{n+1}, y_n), \quad J_{n+1} = \frac{\partial K(x_{n+1}, t_{n+1}, y_n)}{\partial x},
Q_{n+1} = \frac{\partial K(x_{n+1}, t_{n+1}, y_n)}{\partial t}, \quad Z_{n+1} = \frac{\partial K(x_{n+1}, t_{n+1}, y_n)}{\partial y}, \quad y(x_n) = y_n,
\]

(2.14)
whose analytical solution may be expressed as

\[
y(x) = y(x_n) + f(x) + \lambda Z_{n+1} \exp(\lambda Z_{n+1} x) \int_{x_n}^{x} f(t) \exp(-\lambda Z_{n+1} t) dt
\]

\[
- \frac{1}{Z_{n+1}} \left\{ K_{n+1} + \left( 2x - x_{n+1} - a + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} + \left( x - t_{n+1} + \frac{1}{\lambda Z_{n+1}} \right) Q_{n+1} \right\} + \exp(\lambda Z_{n+1} (x - x_n))
\]

\[
\times \left\{ \frac{1}{Z_{n+1}} \left[ K_{n+1} + \left( 2x_n - x_{n+1} - a + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} + \left( x_n - t_{n+1} + \frac{1}{\lambda Z_{n+1}} \right) Q_{n+1} \right] - f(x_n) \right\}, \quad x_n < x \leq x_{n+1}.
\]

From (2.15), solution of (2.1) at the grid points \(x_{n+1}\) can be obtained from

\[
y_{n+1} = y_n + f_{n+1} + \lambda Z_{n+1} \exp(\lambda Z_{n+1} x_{n+1}) \int_{x_n}^{x_{n+1}} f(t) \exp(-\lambda Z_{n+1} t) dt
\]

\[
- \frac{1}{Z_{n+1}} \left\{ K_{n+1} + \left( x_{n+1} - x_0 + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} + \frac{1}{\lambda Z_{n+1}} Q_{n+1} \right\}
\]

\[
+ \exp(\lambda Z_{n+1} \Delta x_n) \left\{ \frac{1}{Z_{n+1}} \left[ K_{n+1} + \left( x_n - \Delta x_n - x_0 + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} + \left( \frac{1}{\lambda Z_{n+1}} - \Delta x_n \right) Q_{n+1} \right] - f(x_n) \right\}
\]

where \(\Delta x_n\), and \(t_{n+1}\) are as above.

In the similar manner, if we set \(\Delta x_n = h\), for \(n = 0, 1, 2, \ldots\), \((x_n = x_0 + nh)\), then (2.16) will be reduced to the following equation:

\[
y_{n+1} = y_n + f_{n+1} + \lambda Z_{n+1} \exp(\lambda Z_{n+1} x_{n+1}) \int_{x_n}^{x_{n+1}} f(t) \exp(-\lambda Z_{n+1} t) dt
\]

\[
- \frac{1}{Z_{n+1}} \left\{ K_{n+1} + \left( (n+1)h + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} + \frac{1}{\lambda Z_{n+1}} Q_{n+1} \right\}
\]

\[
+ \exp(\lambda Z_{n+1} h) \left\{ \frac{1}{Z_{n+1}} \left[ K_{n+1} + \left( (n-1)h + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} + \left( \frac{1}{\lambda Z_{n+1}} - h \right) Q_{n+1} \right] - f(x_n) \right\}.
\]

The nonlinear mappings or difference equations corresponding to (2.12) and (2.17) have been derived by considering that \(K\) is a function of three variables \(x, t,\) and \(y\).
Moreover, since these equations have been obtained by approximating $K$ by the first three terms of its Taylor series expansion, while higher-order terms have been neglected, the local step size $\triangle x_n$ may be determined from the condition that higher-order terms be much smaller than the first-order ones, or from the condition that $y_{n+1}$ does not differ significantly from $y_n$.

3. Error analysis

In this section, we perform the estimating error for the integral equations. Since the truncated nonlinear mappings or difference equations corresponding to (2.12) and (2.17) are an approximate solution of (2.1), hence, the error function $e(x)$ for (2.1) is defined as follows:

$$e(x) = \left| y(x) - Y(x) \right|, \quad (3.1)$$

where in the regular point $x_n$, we have

$$Y(x) = y(x_n) + f(x) + \lambda Z_n \exp(\lambda Z_n x) \int_{x_n}^{x} f(t) \exp(-\lambda Z_n t) \, dt$$
$$- \frac{1}{Z_n} \left\{ K_n + \left[ (x - x_n) + (x - a) + \frac{2}{\lambda Z_n} \right] J_n + \left[ x - t_n + \frac{1}{\lambda Z_n} \right] Q_n \right\}$$
$$+ \exp(\lambda Z_n (x - x_n)) \left\{ \frac{1}{Z_n} \left[ K_n + \left( x_n - a + \frac{2}{\lambda Z_n} \right) J_n \right. \right.$$  
$$+ \left. \left( x_n - t_n + \frac{1}{\lambda Z_n} \right) Q_n \right\} - f(x_n) \right\}, \quad x_n \leq x < x_{n+1}, \quad (3.2)$$

and in the singular point $x_n$, we have

$$Y(x) = y(x_n) + f(x) + \lambda Z_{n+1} \exp(\lambda Z_{n+1} x) \int_{x_n}^{x} f(t) \exp(-\lambda Z_{n+1} t) \, dt$$
$$- \frac{1}{Z_{n+1}} \left\{ K_{n+1} + \left( 2x - x_{n+1} - a + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} \right.$$ 
$$+ \left. \left( x - t_{n+1} + \frac{1}{\lambda Z_{n+1}} \right) Q_{n+1} \right\} + \exp(\lambda Z_{n+1} (x - x_n))$$
$$\times \left\{ \frac{1}{Z_{n+1}} \left[ K_{n+1} + \left( 2x_n - x_{n+1} - a + \frac{2}{\lambda Z_{n+1}} \right) J_{n+1} \right. \right.$$  
$$+ \left. \left( x_n - t_{n+1} + \frac{1}{\lambda Z_{n+1}} \right) Q_{n+1} \right\} - f(x_n) \right\}, \quad x_n < x \leq x_{n+1}. \quad (3.3)$$
Now, by substituting the solutions $y(x_r)$ ($r = 0, 1, \ldots$) in the error function $e(x)$ we have

$$e(x_r) = |y(x_r) - Y(x_r)|, \quad (3.4)$$

then our aim is $e(x_r) \leq 10^{-k_r}$ ($k_r$ is any positive integer). If we prescribe $\max(10^{-kr}) = 10^{-k}$, then we decrease the step size $h$ as far as the following inequality holds at each point $x_r$:

$$e(x_r) \leq 10^{-k}. \quad (3.5)$$

In other words, by decreasing $h$ the error function $e(x_r)$ approaches to zero.

4. Presentation of results

In order to assess both the applicability and accuracy of the theoretical results of Section 2, we have applied them to a variety of nonlinear integral equations in the following examples.

Example 4.1. The nonlinear Volterra integral equation in $[0, 1]$

$$y(x) = \exp(x) - \frac{1}{2}(\exp(2x) - 1) + \int_{0}^{x} y^2(t)dt \quad (4.1)$$

has the following analytical solution $y(x) = \exp(x)$, and therefore, provides an example to verify the accuracy of this method.

Equation (4.1) by using (2.7) is reduced to the linear integral equation in the following form:

$$y(x) = \exp(x) - \frac{1}{2}(\exp(2x) - 1) - y_n^2x + 2y_n \int_{0}^{x} y(t)dt, \quad x_n \leq x < x_{n+1}, \quad (4.2)$$

and from (2.12), numerical solution of (4.2) at the grid points $x_{n+1}$, $n = 0, 1, 2, \ldots$, can be obtained from

$$y_{n+1} = \frac{y_n}{2} + \exp(x_{n+1}) - \frac{1}{2}(\exp(2x_{n+1}) - 1)$$

$$+ \exp(2y_nh)\left(\frac{y_n}{2} - \exp(x_n) + \frac{1}{2}(\exp(2x_n) - 1)\right)$$

$$+ 2y_n \exp(2y_nx_{n+1}) \int_{x_n}^{x_{n+1}} \left(\exp(t) - \frac{1}{2}(\exp(2t) - 1)\right) \exp(-2y_n t) dt. \quad (4.3)$$
Figure 4.1. The result for $h = 0.1$ and $0.01$ and analytical solution of (4.1).

The result for $h = 0.1$ and $0.01$ and analytical solution are presented in Figure 4.1 which indicates that the numerical solutions obtained from (4.3) and step sizes equal to $0.0001$, $0.001$, $0.01$, and $0.1$ are nearly identical. The exact solution at $x = 0.7$ is $2.013752707000$, whereas the numerical solutions corresponding to step sizes equal to $0.0001, 0.001, 0.01$, and $0.1$ are $2.0137523240$, $2.0137511060$, $2.0136061360$, and $2.0005244930$, respectively. These results indicate that, if we use the time steps smaller than about $0.01$, then we obtain the numerical solutions of minimum error. In other words, by decreasing $h$ the error function $e(x_r) \leq 10^{-5}$.

Table 4.1 shows the errors-involved presented method with $h = 0.0001, 0.001, 0.01$, and $0.1$ along with the exact solution.

Example 4.2. Consider the nonlinear weakly singular Volterra-Hammerstein integral equation with algebraic nonlinearity

$$y(x) = -\frac{x^4}{10} + \frac{5}{6}x^2 + \frac{3}{8} + \int_0^x \frac{1}{2x} y^2(t)dt, \quad x \in [0,1], \quad (4.4)$$

with exact solution $y(x) = x^2 + 1/2$ and singular point $x_0 = 0$.

Equation (4.4) by using (2.15) will be reduced to the linear Volterra integral equation in the following form:

$$y(x) = -\frac{x^4}{10} + \frac{5x^2}{6} + \frac{3}{8} - \frac{y_n^2}{2x_{n+1}} \left[ 1 + \frac{x - x_{n+1}}{x_{n+1}} \right] x + \frac{y_n}{x_{n+1}} \int_0^x y(t)dt, \quad x_n < x \leq x_{n+1}, \quad (4.5)$$
Table 4.1. Comparison of numerical solution \( y_i \) and exact solution \( y(x_i) \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( h = 0.1 )</th>
<th>( h = 0.01 )</th>
<th>( h = 0.001 )</th>
<th>( h = 0.0001 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.0 )</td>
<td>0.00000000000e + 00</td>
<td>0.00000000000e + 00</td>
<td>0.00000000000e + 00</td>
<td>0.00000000000e + 00</td>
</tr>
<tr>
<td>( 0.1 )</td>
<td>3.7797500000e - 04</td>
<td>4.0650000000e - 06</td>
<td>5.1000000000e - 08</td>
<td>2.0000000000e - 08</td>
</tr>
<tr>
<td>( 0.2 )</td>
<td>9.4023200000e - 04</td>
<td>1.0153000000e - 05</td>
<td>1.1600000000e - 07</td>
<td>5.8000000000e - 08</td>
</tr>
<tr>
<td>( 0.3 )</td>
<td>1.7834040000e - 03</td>
<td>1.9337000000e - 05</td>
<td>2.1500000000e - 07</td>
<td>8.5000000000e - 08</td>
</tr>
<tr>
<td>( 0.4 )</td>
<td>3.0639880000e - 03</td>
<td>3.3371000000e - 05</td>
<td>3.7000000000e - 07</td>
<td>1.1900000000e - 07</td>
</tr>
<tr>
<td>( 0.5 )</td>
<td>5.0425300000e - 03</td>
<td>5.5191000000e - 05</td>
<td>6.1400000000e - 07</td>
<td>1.8900000000e - 07</td>
</tr>
<tr>
<td>( 0.6 )</td>
<td>8.1661820000e - 03</td>
<td>8.9891000000e - 05</td>
<td>9.9000000000e - 07</td>
<td>2.5800000000e - 07</td>
</tr>
<tr>
<td>( 0.7 )</td>
<td>1.3228214000e - 02</td>
<td>1.4657100000e - 04</td>
<td>1.6010000000e - 06</td>
<td>3.8300000000e - 07</td>
</tr>
<tr>
<td>( 0.8 )</td>
<td>2.1687456000e - 02</td>
<td>2.4217200000e - 04</td>
<td>2.6120000000e - 06</td>
<td>6.2600000000e - 07</td>
</tr>
<tr>
<td>( 0.9 )</td>
<td>3.6332256000e - 02</td>
<td>4.0959200000e - 04</td>
<td>4.3820000000e - 06</td>
<td>9.3400000000e - 07</td>
</tr>
<tr>
<td>( 1.0 )</td>
<td>6.2713077000e - 02</td>
<td>7.1569000000e - 04</td>
<td>7.6510000000e - 06</td>
<td>1.6000000000e - 06</td>
</tr>
</tbody>
</table>

Table 4.2. Comparison of numerical solution \( y_i \) and exact solution \( y(x_i) \).

| \( x \)     | \( y_i \)               | \( y(x_i) \)               | \( |y(x_i) - y_i| \)          |
|------------|-------------------------|-----------------------------|-----------------------------|
| \( 0.0 \)  | 1.0000000000000000     | 1.0000000000000000         | 0.0000000000000000e + 00   |
| \( 0.1 \)  | 0.8942712480000000     | 0.5100000000000000         | 3.8427124800000000e - 01   |
| \( 0.2 \)  | 0.9212308830000000     | 0.5400000000000000         | 3.8123088300000000e - 01   |
| \( 0.3 \)  | 0.9630565910000000     | 0.5900000000000000         | 3.7305659100000000e - 01   |
| \( 0.4 \)  | 1.0201257760000000     | 0.6600000000000000         | 3.6012577600000000e - 01   |
| \( 0.5 \)  | 1.0917957510000000     | 0.7500000000000000         | 3.4179575100000000e - 01   |
| \( 0.6 \)  | 1.1770528110000000     | 0.8600000000000000         | 3.1705281100000000e - 01   |
| \( 0.7 \)  | 1.2746055120000000     | 0.9900000000000000         | 2.8460551200000000e - 01   |
| \( 0.8 \)  | 1.3829079200000000     | 1.1400000000000000         | 2.4290792000000000e - 01   |
| \( 0.9 \)  | 1.5001673730000000     | 1.3100000000000000         | 1.9016737300000000e - 01   |
| \( 1.0 \)  | 1.6243476200000000     | 1.5000000000000000         | 1.2434762000000000e - 01   |

from (2.17), we get the numerical solution of (4.4) at the grid points \( x_{n+1} \) for \( n = 0, 1, 2, \ldots \), in the following form:

\[
y_{n+1} = \frac{y_n}{2} \left( 1 + \frac{(n+1)h}{x_{n+1}} \right) - \frac{x_{n+1}^4}{10} + \frac{5}{6} x_{n+1}^2 + \frac{11}{8} \\
+ \frac{y_n}{x_{n+1}} \exp \left( y_n \right) \int_{x_n}^{x_{n+1}} \left( -\frac{t^4}{10} + \frac{5}{6} t^2 + \frac{3}{8} \right) \exp \left( -\frac{y_n}{x_{n+1}} t \right) dt \tag{4.6}
+ \exp \left( \frac{y_n}{x_{n+1}} h \right) \frac{y_n}{2} \left( 1 - \frac{(n-1)h}{x_{n+1}} \right) + \frac{x_{n+1}^4}{10} - \frac{5}{6} x_n^2 - \frac{11}{8}.
\]

The absolute errors found by presented method are compared with the exact solution in Table 4.2.
5. Conclusion

By introducing the Linearization method, the nonlinear Volterra integral equations in applied sciences and physics can be transformed into the linear Volterra integral equations which may be integrated using classical methods. Both the applicability and the accuracy of linearization method for the solution of nonlinear integral equations have been examined by means of several problems. It has been shown that, for regular problems, linearization method is robust and accurate techniques whose accuracy is not a strong function of either the linearization point or the linearization with respect to the independent variable.
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Function differential equations and inclusions have assumed an increasing relevance, mainly due to the great variety of problems arising in sciences, engineering, and technology which can be described by such types of equations and inclusions. This book is devoted to this rapidly developing theory of differential equations and inclusions with special emphasis on such equations and inclusions subject to impulses. In addition, the book includes a wide account of various applications to physical problems.

The book consists of twelve chapters. Initial value problems and boundary value problems for both impulsive differential equations and differential inclusions, as well as for both impulsive functional differential equations and functional differential inclusions, or for both neutral functional differential equations and neutral functional differential inclusions, are studied. Moreover, results on impulsive semilinear ordinary differential inclusions and functional differential inclusions satisfying nonlocal boundary conditions are given extensive attention. Positive solutions and multiple positive solutions for impulsive ordinary differential equations and functional differential equations, as well as impulsive differential inclusions satisfying periodic boundary conditions, are also studied.

Some of these results are extended to functional differential equations and functional differential inclusions with variable times, to semilinear functional differential equations and functional differential inclusions for operators that are nondensely defined on a Banach space, to impulsive hyperbolic differential inclusions, and to impulsive dynamic equations on time scales.

Each chapter concludes with a section devoted to notes and bibliographical remarks. This book is addressed to a wide audience of specialists such as mathematicians, engineers, biologists, and physicists.