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In this paper we elucidated the activity of the Saint-Petersburg school of group analysis
of ordinary differential equations (ODE) for the last decade. This step was preceded by crea-
tion of bases of the theory and the techniques of an application of discrete group analysis
[1,2]. Let's recall some statements of this direction.

1. Discrete group analysis. It is well known [1,2] that a discrete metagroup of trans-
formations (DMT) of an ODE class D is called any set of transformations G such that

1) The set G contains a unity £ (the identity transformation and also transformations

equivalent to it up to the accuracy of insignificant parameters).

2) The set G contains together with any element g € G also the inverse element

g eq.

3) The action of any element g € G is closed on the class D.

Clearly Lie groups of transformations admitted by the class D and continuous groups of
equivalence on parameters defining the class D satisfy this definition. Therefore in discrete
group analysis transformations of continuous groups of equivalence are usually identified
with the identity transformation E.

It is quite justified as there exists a well developed infinitesimal techniques of searching
of finite transformations and their associated admissible operators for search of continuous
groups [9,11]. Thus discrete group analysis study DMT with discrete orbits. Any DMT admit-
ted by a class ODE divides it into equivalence subclasses with respect to this metagroup. If in
some subclass there is an element with known solution then it is possible to find solutions of
all remaining equations from the same subclass using the known transformations — generators
of the DMT. In other words DMT “multiplies” solvable equations as well Lie group admitted
by some equation “multiplies” its solutions on the basis of some known one (if this solution is
not invariant with respect to this group).

Methods of group analysis were used for search of tens before unknown integrated in
quadratures or in special functions of the Abel equations of the second kind

W=y =R(),
the generalized Emden-Fowler equation
y” — Axnymy!l’

the third order equation
o B ry, ,nd

yh=Axty Ty
which special case is a boundary layer equation and a number of their generalizations [13].
Nevertheless the problem of a proof of a maximality of DMT admitted by a class of ODE is
unsolved. The defining system for search of a DMT is an overdetermined system of nonlinear
partial differential equations. The obtained DMT will be maximality if all solutions of the sys-
tem are found. Note that in practice it has not always been possible to construct all solutions.
Discrete group analysis differs essentially from classical group analysis in this feature. Recall
that in classical group analysis a defining system is linear and the set of its solutions forms a
linear vector space. However Ja.V.Delyukova [4] proved that a nonlinear defining system for
search of DMT “inherits” continuous symmetries of the ODE class. Therefore a one-



parameter Lie group admitted by the ODE class allows to reduce the dimension of the defin-
ing system on a unity. In particular a defining system for search of point DMTs becomes an
overdetermined system of ordinary differential equations and, as a rule, is solved easily. It has
been this method which is use for the proof of maximality of DMTs admitted by the general-
ized Emden-Fowler equation (1).

This example of “interpenetration” of two directions of group analysis lead to the inves-
tigation of a wide generalizations of the concept of an admitted group. For example, it is al-
ways possible to find a pair of invariants — the universal invariant /, and the first differential

invariant /; of the given (point) operator

X =&(x, )0, +n(x,»)0, .

The converse is not true as there does not always exist a point operator (or in general a local
operator) having the given invariants /,(x,y) and [,(x,y,»") [9,14]. Therefore it is necessary

to introduce a definition of a universal operator admitted by an arbitrary ordinary differential
equation. The advantages of such approach are a uniform description of any continuous sym-
metries of equations. This description allows a priori to extend bases principles to wider
classes of investigated objects in particular to functional differential equations [12].

2. Formal operators. We consider nth order differential equations solved with respect
to higher derivative

Y =Fp,y, ") (2)
and specifying n-dimensional smooth (differentiable) manifolds [F].
Let X :C” — C” be a linear (nonlocal) operator of the form

, 0
X:(I)(x,y,y,...)a—, 3)
Y

where @ is a coordinate of canonical operator and depends generally on any order derivatives.
Definition 1. Operator (3) is said to be admitted by equation (2) if

X" =Fuys oy, =0, 4)
where
n a
X =Y Dfol——, 5
X Z HEdPwT (5)
D_ is the total derivative operator
0 < 0
D =24 ks _ 9
Yoox ;y oy™

Expression (5) is called an nth prolongation of operator (3). Symbol [F] means that
equality (4) is fulfilled on the manifold [F]. In this case one also says that (4) holds on the set
of solutions of (2) or by virtue of equation (2).

Definition 2. The function H(x,y,)', ..., y(k)), OH / Gy(k) # 0 1s called a differential

invariant of order &k or a kth differential invariant of operator (3) if H satisfies the equation
X[H]=0. (6)

3. Existence of a admissible operator.

Theorem 1. An arbitrary nth order differential equation (2) determining a smooth
manifold admits at least n different formal operators (3).

Proof. Actually we prove a stronger statement. Namely, any equation (2) is a differen-
tial invariant of order n for at least n different (non-zero) formal operators (3). Condition



(4) can only lead to extension of the set of admissible formal operators. According to Defini-
tion 2 the differential invariant of the nth order satisfies the equation

4 OH
;Df[cl)] 5 =0. (7)

Let us substitute the expression
H = y(n) —F()C,y,y’, ay(n_l))
for H in (7) and consider equation (7) as an equation for the unknown canonical coordinate
@. This equation is an nth order linear equation with variable coefficients in total derivatives
and its general solution is
O>=CP, +C,D,+..+C D, (8)

where the @,, k =1,n are n linearly independent functions depending on arbitrary deriva-

tives of y because, in general, solutions of such equations do not admit representation in
terms of elementary functions and even in quadratures (however the latter are integral expres-
sions and are representable in local variables, but only as infinite series).

The functions @, k = 1Ln satisfy equation (7) identically, i.e., on an arbitrary mani-

fold; consequently they satisfy condition (4). The theorem is proved.
Theorem 2 [3]. Any first order equation
V' =F(x,y) 9)
admits a unique formal operator (up to identity transformations on the manifold) with a coor-
dinate that does not depend explicitly on derivatives

X = exp(jaa—idxjay. (10)

Proof. For equation (9) condition (4) reads
X[y = F(xp)],, =0,

1.e.,
D [D] —a—FqD =0,
oy
whence
o= epra—Fdxj .
oy

The theorem is proved.
Definition 3. A formal operator of the form

X= eprC(x,y,y', ,y(k))deﬁy (10)
is called an exponential nonlocal operator (ENO) in ultracanonical form. It can be shown that,
in general, the coordinate of the formal operator (10) depends on the derivatives of y of any
order.

Theorem 3. Let z =z(x,y,)’,...,y"*)) be a differential invariant of order k for the
operator (2). Then z'= D [z] is a differential invariant of order (k + 1).

Proof. By Definition 2, z satisfies the equation

(I)%+DX[CD]£+ .. + Df[D]
oy’

y

oz

50 =0




Calculating the total derivative of both parts above yields. Then we write out this ex-
pression, taking into account that the operators D, and 0, commute, as wellas D, and 0,

and
[Dx’ay(i) J = _8},0—1)
for i > 0. Thus, all derivatives of z disappear except for the last one, i.e.,
cpgi+D[ ...Df[qn]aaz(k) +Df+‘[q>]aj(zk) ~0

Y ' Y
From the condition of the theorem we know that z = z(x, y, ', ..., y*)) ; therefore,

z':Dx[z]:%+y aZ+y"ﬁ+... (k”)a—zk,

x oy ' oy
We obtain % p 8;1) , because D _[z] depends on y“*" linearly. Therefore, z' satis-
Y Y

fies the equation that determines a differential invariant of the (k + 1)st order.

Remark. From Theorem 3 it follows that an differential invariant of any higher order
(of order exceeding 1) can be found by using a differential invariant of the first order, and
thus it depends linearly on the highest order derivative.

4. Factorization theorems.

Theorem 4 [3,5]. An nth order differential equation (2) specifying a smooth manifold
can be factored to yield a specific system of the form

{Z(”l) = G(x, Z',Z’, oz, (11
z=H(x,y,y),
if and only if equation (2) admits the ENO
X { | 7 }a (12)
=exp| — | —dx
H, !

Proof. 1. Suppose equation (1) admits the ENO (12). We write down the equation for
the differential invariant of order n,

Oz
. , [CD]
oy y oy

<n> =0,

H
where @ = exp|:— j Hy X} , and introduce the new variable ¢=y" —F(x,y,, ...,»"™"),

'

y

obtaining
0Zeip| - Do)
oy ay' oy (" o
_&, 6F +D, [CD]—+ +D!" 1[c1>] Fl - D!'[®]} =
8t 8y D

Since the expression in braces Vanlshes on the manifold [F] by the definition of an admissi-
ble operator, we have

0 Oz,
Zn Dn l[q)] -
oy 8y 8y(" )
By Definition 2, the integral basis of this equation is the set of all lower invariants, i.e.,

=0.




2, =G(X,1,2,,2ys 12, 1) s
and since the manifold [F] under consideration is given by the relation =0, we obtain
z, =G(x,2,,255 e 52,,) s

with G(x,z,,z,,...,z, ) =G (x,0,2,,2,, ... .2, ,) .

@1

Substituting, in accordance with Theorem 3, z, =z""',i=2,n, where z=z =

= H(x,y,y") is a first order differential invariant, we arrive at the statement of the theorem.

2. Suppose equation (2) can be written as in (11). Since z = H(x,y,y") is a first order
differential invariant of the operator (12), we deduce easily that this operator is admitted by
equation (2).

Remark 1. Any differential equation admitting an operator can be written in invariants
of this operator. It is assumed a priori that an admissible operator has a differential invariant
of the first order.

Remark 2. Another version of Theorem 4 can be found in the paper [10] by P.Olver.
However, in [10] an absolutely wrong inference was made, namely, there it is claimed that an
exponential vector field always results in reduction of the order of the equation.

Lemma. The dimension of the basis of invariants of the formal operator (3) admitted by
equation (2), on the n-dimensional smooth manifold (2) is equal to n — k + 1, provided that
z, =H(x,y,y',K ,y®) is the lowest differential invariant of order k; moreover, the com-

ponents of the basis z can be chosen in such a way that
z2=(x,2,,2}, ...,z
Proof. On the manifold (2) the invariant z of the formal operator (3) satisfies the equa-
tion

0z

cD—+Dx[q>]ﬁ+ .+ D'[®@] e
ay 6.)/’ A

oy -
(n)

As in the proof of Theorem 4, we introduce the new variable =" —

0

—F(x,y,9", ...,y"™") in place of y" to obtain

®@+Dx[cb]%+ . + D[D] ¢z

oy y oy
Let z, =H(x,y,),...,»") be the lowest invariant of the formal operator (3) on the mani-

=0. (13)

fold (2). Then, by Theorem 3, the functions z,,, = z\”, with s=1,n—k -1 are also invari-

ants of (3) and satisfy (13). If we substitute p, =z,, r=k,n—1 for y*, "0y,

then equation (13) can be written as
cbﬁu) [@]ﬁ+...+0"-l[q>]a—2=0 (14)
o o * oyt
Since the lowest invariant is a differential invariant of order &k, the integral basis of
equation (14) consists of a single element x, and on the n-dimensional smooth manifold (2)
the basis of invariants of the formal operator (3) looks like this: z = (x,z,,z}, ... ,z" ™).

Theorem 5 [15]. Any nth order differential equation (2) determining a smooth mani-
fold can be factored to a specific system of the form



(n—k) _ ' n—k-1
z =G(x,z,z', ...,z ),

(?Zk £0, (15)
ay( )

if equation (2) admits a formal operator (3) for which H(x,y,’, ..., y"*)) is a lowest differen-

z=H(x,,), ..., y"),

tial invariant on the manifold (2).
If equation (2) admits factorization to the system (15), then it admits a formal operator
(3) for which H(x,y,y’, ...,»"*)) is a differential invariant of order k£ on the manifold (2) .
Proof. 1. Suppose equation (2) admits the nonlocal operator (3). Then on the n-
dimensional smooth manifold (2) the nth order differential invariant z, of the operator (3)

satisfies the equation

8 8 8
®ZL 4D [B] =2+ .+ D' [O] 2 =0,

o T oy oo
Putting ¢ =y —F(x,y,y’,...,y"™"), on the manifold [F] we obtain the equation
0 o o
dZn 4 D [0] 22 + T _
oy oy’ oy
By the lemma, the integral basis of this equation is the set of all lower invariants. Therefore,
the invariant z, can be written as

) M () 0.

2, =G(X,t,2,,Z; 15 e 52,1 -

Since the manifold [F] is question is given by 7= 0, we have

z, =G(X,2,, 25005 o 520 ) s
with
G(X,2,, 24015 o5 2,4) =G (x,0,2,,2, 15 v Z,) -
In accordance with the lemma, we substitute z, = 20 i=k+1,n, where

z=z, =H(x,y,),...,y") is a differential invariant of order ; this yields the required fac-

torization.
2. For the proof of the converse statement, we construct a formal operator having the

differential invariant z= H(x,y,»’, ...,»*) on the manifold (2). For this we need to solve

the kth order linear equation in total derivatives

®%+Dx[cp]a—f+ .+ D' [®] 8Zk =0
oy oy oy

This equation has £ linearly independent solutions. On the manifold (2) the number of
such solutions can only be greater. Being differential sequels of the invariant z, functions

z',...,z" "™ are also invariants of the operators found above. So, equation (2) admits any of

the constructed formal operators (3).

Remark. The requirement that z = H(x,y,)’, ...,»"*)) be the lowest invariant of the
operator (3) is not necessary, because equation (2) may happen to be written in a form involv-
ing not all invariants of the admissible operator.

S. Classical and nonclassical reductions. It is easily seen that Theorems 4 and 5 gen-
eralize all known ways for reduction of order of ordinary differential equations that are based
on properties of continuous symmetries.

1. Point symmetries. The point symmetry operator in the canonical form



X =[n(x,y) - y'E(x,»)10,
is equivalent to the operator (10) with
n,+(, —E)y'-E,y" -8"
C= ;
n-y4¢
If order of an equation is equal to 2, then the second derivative is replaced by the right-hand
side of the equation, and the function ( takes the form

+(M, =€)y =&,1" —EF(x,,)")

n-y'¢
It should be mentioned that the symmetry defined by (10) is local if Cdx represents a total
differential.

2. The first integrals. The symmetry defined by the formal operator (3) is the first inte-
gral (the preservation law) if the system (15) is of the form

z'=0, (16)
z=Hx,p,y, ..., y" ™).

A simple procedure allows us to find also a conjugate Lie symmetry (if this symmetry is

variational, i.e., Noetherian). Consider the following simple example. Obviously, the equation

y'= A"y (17)

€=nx

has the first integral

1 12-1 A m+l
P=— . 18
577 Y (18)

m+1
The corresponding operator (10) takes the form

X = exp(AIymy'l_ldx)@y :
Using (17), on the set of solutions of the initial equation we can write

X:exp(‘[y—,dxjéy =)'0,.
Y

Thus, on the manifold the operator corresponding to the first integral (18) turns out to be
equivalent to the translation operator 0 _, which is a variational symmetry of the equation
(17).

3. Nonclassical symmetries and Ermakov equation. Clearly, if {dx fails to represent a
total differential, then, generally speaking, the operator (10) determines a nonlocal symmetry.
In this case factorization and, ultimately, integration of equations are not predicted by the
classical algorithm of S.Lie. Nevertheless, among equations possessing a similar symmetry
there are ones having more than 100 years history. One of these is the Ermakov equation.

Theorem 6 [5]. The equation

Y'=f )y +g )y -g* (0l (19)
where f(x) and g(x) are arbitrary functions is the only (up to the Kummer-Liouville equiva-
lence transformations) equation of the form y”" = F(x, y) admitting an ENO

X = expl[ ¢x. )z, )0,
and it can be factored to the system
{z’ +2% = f(x),
y'=z2(x,C)y+g(x)y”



Proof. The second prolongation of the operator X has the form
X= GXP(.[C()C, Ydfnd, +(, + 1,y + 050, +

+[N, +28n, +nC, +Cn+ (2N, +20n, +nE,)y +n, ¥ +1,1"10, ).
We apply it to the equation y" = F(x,y) and replace y" with F(x,y) everywhere; this
results in the invariance condition
M +20n, +0C, +Cn+ (20, +20n, +nE,)y" +n, ¥ +1,F(x,y)-nF, =0.
Splitting this identify by degrees of the “independent” variable »', we obtain the system of
three equations for the components m,{ of the canonical coordinate ENO:
T]yy - O’
2n,, +20n, +ng, =0,
N, +20n, +nG, +C’n+n, F-nF, =0.
The first equation implies that m = a(x)y + b(x), and from the second equation we see that
aa'y® +2a'by + c(x)

S PR
where a(x), b(x), c(x) are arbitrary functions. The third equation can be viewed as a linear
ordinary first order differential equation for the unknown function F(x,y):

2

1
—-——LF=—(n, +20n, +n{, +nL’).
dy m n

Hence, after the substitution of n and (, we get
(aa"—2a"*)b—(ab" —2a'b")a B

F(x,y)=(ay+Db)f(x)+ p
B (aa"—3a'*)b* +2aa'bb’ — (ac' —2a'c)a B (a'b—ac)’
2a’(ay +b) 4a’(ay +b)*’

where f(x) is an arbitrary function.
Let us calculate a differential invariant of the operator X:
_ y'  ab-ab N a'b’ —ac
ay+b a*(ay+b) 2a’(ay+b)*
Now, having found du/dx, we can find y". Since the type of the function F(x,y) is al-
ready known, we arrive at the following factorization of the initial equation:

du a'

—tau’+—u=f,

dx a

a'b—ab 'b? —ac
2

(ay+b)ﬂ=(ay+b)2u+ (ay+b)— 22—
dx 2a

The familiar equivalence transformation ay+b — y, accompanied by appropriate replace-
ment of the independent variable and renaming leads to the system

du
— 4 — ,
PR S(x)

d .
Ly gy,
dx

and the initial equation takes the form (29). This proves the theorem.



Thus the first equation of the system turns out to be Riccati, and it can be solved inde-
pendently of the second equation. In the second line we have the Bernoulli equation, which
admits integration in quadratures for arbitrary coefficient z(x, (), i.e., for a general solution
of the first equation.

Corollary. Equation (19) is a direct generalization of the Ermakov equation

y'=f(0)y+ Ay
reshapes back to it for g = const, and has all properties of it except for admitting a 3-
dimensional Lie algebra. For arbitrary f and g equation (19) admits no point group at all
(we exclude the trivial group). The general solution of the above equation is

x dx 1/2

where u is a general solution of the “shortened” linear equation u" = f(x)u . Surely, one of

the three arbitrary constants in the solution is not independent. Equation (19) admits one-
dimensional (!) point algebra only (!) if

" 14 2 14 V2
role” 32 _1g kfg|
2g 4\g') 2g 4l¢g

with is an arbitrary constant £ a 3-dimensional algebra is admitted only by the classical Er-
makov equation (i.e., in the case where g = const).

The mechanism described above allows us to solve a problem posed more than 100
years ago, namely, the problem of constructing analogs of the Ermakov equation for any or-
der. Largely, the previous attempts were based on properties of an admissible point 3-
dimensional Lie algebra, so that the starting point for the search was the equation

l+n
v =yt
which admits, like the Ermakov equation, a 3-dimensional unsolvable Lie algebra (the latter is
isomorphic to SL(2,R) and is variational for n even). Evidently, this search could not be a
success, because the properties of the Ermakov equation result from extremely nonlocal
symmetry. In the case of the third order, the analog of the Ermakov equation is of the form

Y+ )Y +g(x)y = (n+ Dh(x)y" "+ (n=D(n+Dhy" " +
+l@n+ 0 =3nn2y" [y w0+ )" = 3Ry 4+ Ry
6. Example. The equation
Wy =Yy = F(x)y* =0 (20)
admits two operators
X, =)o, X, :(yfy_zdx)ﬁy. (21)
Their canonical coordinates satisfy the equation in total derivatives
yD;[®]-y"® =0
The first operator in (21) (the operator X) is a usual point operator of dilation along the y-
axis (equation (20) is homogeneous), and the second operator X, is nonlocal, but it is not an

ENO.
Equation (20) admits factorization to the system

z'+ 2> = F(x),
y'—yz=0.



We show that z is the lowest differential invariant of the second operator in (21). We calcu-
late the first prolongation of the operator X, and try to find a differential invariant depend-

ing on the first derivative. By Definition 2, this invariant must satisfy the equation
ol ol
) 1 -1 i -2 1
dx)|—+ + dx)]— =0. 22
(yfy )8y (y yfy )ay' (22)

Since the nonlocal expression I y~dx depends on derivatives of any order, it can be re-

garded as an independent variable. Then equation (22) splits up to the system

y%.’. ’%:O’
oy oy’
2 0L _
oy’

The second equation of the above system implies that 07, /0y' =0.

Finally we make some remarks about search algorithms for admitted formal operators.
The procedure of determination of a canonical coordinate is the same as for the classical
symmetries. Having written the invariance condition, we split it by degrees of “independent”
variables to obtain a overdetermined system of equations. If this system is compatible, then
we can find functions m and (. However, the formal operator can be written in different

forms, and the number of such forms exceeds the number of forms for the point and contact
operators. If we seek the formal operator in the general form, then, as a rule, we arrive at a
trivial result (like the “empty” operator £0/0, +&F0/0, admitted by any first order equa-

tion y'=F(x,y) forany &=E&(x,y)). Therefore inverse problems become important, be-

sides the direct ones. Solutions of inverse problems give descriptions of the classes of ordi-
nary differential equations that admit operators of a given form (necessary conditions). The
solution of the Ermakov equation problem was obtained precisely by this method. It should be
noted that the presence of a nonlocal variable, which is involved in the canonical coordinate
as a multiplier rather than as an exponential, results in the appearance of an additional “inde-

pendent” variable [ = J.C(x, ¥,¥', K )dx in the initial equation.

In general, we may ask how the nonlocal variable / can enter the coordinate of the ca-
nonical operator. Let us look for an operator with the coordinate @® =mn(x, y)F(I). It turns

out that a nontrivial operator exists if functions the F,F’',F",K are linearly independent or

are equal to zero starting with F". Otherwise the system in question becomes too overdeter-
mined, because all F,F',F" K play the role of “independent” variables. Thus possible

classes of nonlocal operators are exhausted by two types:
X = (Th eprCdx+n2)ﬁy and

X = fedven, p,.

Plurality of forms arises because of essential differences in the implementation of the
search algorithm: we can choose either ultracanonical, or canonical, or “geometrical” form of
the operator.

The universal factorization principle applies not only to ordinary differential equations,
but also to functional differential equations. For these equations we do not know any general
and efficient method for finding analytical solutions. Elements of the theory of point and
nonlocal operators admissible by functional differential equations, together with a series of
important practical results, can be found in [6-8,12].
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