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For the first time, the general nonlinear Schrödinger equation is investigated,

in which the chromatic dispersion and potential are specified by two arbitrary

functions. The equation in question is a natural generalization of a wide class

of related nonlinear partial differential equations that are often used in various

areas of theoretical physics, including nonlinear optics, superconductivity and

plasma physics. To construct exact solutions, a combination of the method of

functional constraints and methods of generalized separation of variables is used.

Exact closed-form solutions of the general nonlinear Schrödinger equation, which

are expressed in quadratures or elementary functions, are found. One-dimensional

non-symmetry reductions are described, which lead the considered nonlinear partial

differential equation to a simpler ordinary differential equation or a system of such

equations. The exact solutions obtained in this work can be used as test problems

intended to assess the accuracy of numerical and approximate analytical methods

for integrating nonlinear equations of mathematical physics.
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1 Introduction

1.1 Nonlinear Schrödinger equations

1◦. In many areas of theoretical physics, one encounters the classical nonlinear

Schrödinger equation with cubic nonlinearity (see, for example, [1–5]):

iut + uxx + k|u|2u = 0, (1)

where u = u(x, t) is the desired complex-valued function of real variables, the

square of the module of which determines the intensity of light, t is the time, x is

the spatial variable, k is a parameter, i2 = −1.

Eq. (1) is used for mathematical modeling of wave propagation in almost all

areas of physics where nonlinear wave processes are considered. The theoretical

and experimental justification for the use of the nonlinear Schrödinger equation

in non-linear optics is given in [6–8]. When describing the propagation of pulses

in an optical fiber, the expression with the second derivative is responsible for

the dispersion of the pulse, the quadratic function g(|u|) = k|u|2, which sets the

potential, is called the Kerr nonlinearity. It characterizes the interaction of a light

pulse with a fiber material and specifies the law of refraction of light in a nonlinear

medium. The uniqueness of Eq. (1) is explained not only by the fact that this

partial differential equation (PDE) is the basic equation for describing the processes

of information transfer in an optical medium, but also by the fact that it belongs

to the class of integrable partial differential equations [5]. Eq. (1) has an infinite

number of conservation laws, Bäcklund transformations, and passes the Painlevé

test for partial differential equations [4, 5, 9–11]. The Cauchy problem for Eq. (1)

with an initial condition of the general form is solved by the inverse scattering

transform [4,5]. The exact solutions of the nonlinear Schrödinger equation (1) are

given in [12–14].

2◦. Related nonlinear partial differential equations of the form

iut + uxx + g(|u|)u = 0, (2)

and other nonlinear Schrödinger-type equations that occur in the scientific

literature can be found, for example, in [12–36] (see also Section 2 of this article).
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In nonlinear optics, the potential g(|u|) in Eq. (2) determines the law of interaction

of a light pulse with a fiber material. Exact solutions of Eq. (2) in the case of power

dependence g(|u|) = k|u|n have been considered, for example, in [12–14]. In plasma

theory and laser physics, the PDE (2) with g(|u|) = k(1 − ea|u|) is encountered

(see, for example, [37]). Exact closed-form solutions of the nonlinear Schrödinger

equation (2) for arbitrary function g(|u|) are given in [12, 14].

In this article, we will consider a nonlinear PDE that is much more complex

than equation (2). In this equation, instead of the linear dispersion term given

by the second derivative uxx, we will include a nonlinear dispersion of the form

[f(u)ux]x, where f(u) is an arbitrary function. Thus, two arbitrary functions f(u)

and g(u) will enter into the nonlinear PDE under consideration at once.

1.2 Exact solutions of nonlinear partial differential equations

(terminology)

In this article, exact solutions of PDEs are understood as the following

solutions [12, 38]:

(a) Solutions which are expressed via the elementary functions.

(b) Solutions which are expressed in quadratures, i.e. through elementary

functions, functions included in the equation (this is necessary if the equation

contains arbitrary or special functions), and indefinite integrals.

(c) Solutions that are expressed through solutions of ordinary differential

equations (ODEs) or systems of such equations.

Various combinations of solutions described in Items (a)–(c) are also allowed.

In cases (a) and (b), the exact solution can be presented in explicit, implicit, or

parametric form.

Note that exact solutions play an important role as mathematical standards

which are often used as test problems to check the adequacy and assess the accuracy

of numerical and approximate analytical methods for integrating nonlinear PDEs.

The most preferable for these purposes are simple solutions from Items (a) and

(b). Several such exact solutions are described later in this article.

Remark 1. Of great interest are also solutions of nonlinear PDEs, which are
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expressed through solutions of linear PDEs (examples of such nonlinear PDEs can

be found, for example, in [12,39,40]), as well as conditionally integrable nonlinear

PDEs [40] (which can also be called partially linearizable PDEs).

Exact closed-form solutions of nonlinear PDEs are most often constructed

using the classical method of symmetry reductions (see, for example, [39, 41–45]),

the direct method of symmetry reductions (see, for example, [12, 38, 46–49]),

the nonclassical methods of symmetry reductions (see, for example, [49–54]),

methods of generalized separation of variables (see, for example, [12,38,45,55–58]),

methods of functional separation of variables (see, for example, [12,38,52,59–62]),

the method of differential constraints (see, for example, [12, 38, 48, 63–66]), the

inverse scattering method (see, for example, [5, 67–70]), the Painlevé analysis

of nonlinear PDEs (see, for example, [71–76]), and some other exact analytical

methods (see, for example, [12, 77–79]).

It is important to note that for complex nonlinear PDEs depending on one

or more arbitrary functions (and it is precisely such nonlinear PDEs that are

considered in this article), the vast majority of existing analytical methods for

constructing exact solutions are either not applicable at all or are weakly effective.

Statistical processing of reference data [12,14] showed that at present the majority

of exact solutions of such equations were obtained by methods of generalized

and functional separation of variables. Significantly fewer exact solutions of such

equations were obtained by nonclassical methods of symmetry reductions and the

method of differential constraints, which are much more difficult to use in practice.

In general, very few nonlinear PDEs depending on arbitrary functions that admit

exact closed-form solutions are known today.
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2 General nonlinear Schrödinger equation. Transformations

to a system of real PDEs

2.1 The nonlinear Schrödinger equation with arbitrary dispersion and

potential

1◦. In this paper we consider the nonlinear Schrödinger equation of the general

form

iut + [f(|u|)u]xx + g(|u|)u = 0, (3)

where u = u(x, t) is the complex-value function of real variables, f(z) and g(z) are

arbitrary real functions (f is a twice continuously differentiable function, and g is

a continuous function), i2 = −1. Eq. (3) with nonlinear dispersion, which is given

by the function f(z), is an essential generalization of Eq. (2) with f(z) = const.

The nonlinear Schrödinger equation (3) with power functions

f(z) = azk, g(z) = bzm + czn (4)

has been considered in [24], where its solutions of the type of stationary solitons of

the form u = r(x)eiλt were described. Some exact solutions of Eq. (3) in the case

of arbitrary functions f(|u|) and g(|u|) ≡ 0 are presented in [12].

2◦. Note that if u(x, t) is a solution of equation (3), than the functions

ū = ±eiC1u(±x+ C2, t+ C3), (5)

where C1, C2, C3 are arbitrary real constants, are also solutions of this equation

(the signs in Eq. (5) can be chosen independently of each other). From this property

follows, that Eq. (3) admits traveling wave solutions of the form u = U(z),

z = x− λt, where λ is an arbitrary constant (more complex solutions including

traveling wave solutions are given in Section 4).

2.2 Transformation of the general nonlinear Schrödinger equation to

a system of real PDEs

Let us represent the desired function in exponential form

u = reiϕ, r = |u|, (6)
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where r = r(x, t) > 0 and ϕ = ϕ(x, t) are real functions.

Differentiating (6), we find the derivatives:

ut = (rt + irϕt)e
iϕ,

[f(|u|)u]x = (hx + ihϕx)e
iϕ, h = rf(r),

[f(|u|)u]xx = [hxx − hϕ2
x + i(2hxϕx + hϕxx)]e

iϕ, h = rf(r).

(7)

Now we substitute (7) into (3), and then divide all terms by eiϕ. Further equating

the real and imaginary parts of the obtained relation to zero, we arrive at the

following system of two real partial differential equations:

−rϕt + hxx − hϕ2
x + rg(r) = 0,

rt + 2hxϕx + hϕxx = 0, h = rf(r).
(8)

We use system of equations (8) and expressions (6) to construct exact

solutions of the nonlinear Schrödinger equation (3).

Remark 2. Note that the second equation of system (8) can be written in the

form of conservation law

Ht + (h2 ϕx)x = 0 (9)

where the notation is used

H =

∫

h dr.

From equation (9), under some standard restrictions, the law of conservation

of density follows,
∫∞
−∞H dx = const. In addition, the conservation law (9) can

be used to evaluate the accuracy of the results of applying numerical methods of

integrating the system (8).

2.3 Method of constructing exact solutions based on functional

constraints

The construction of exact closed-form solutions of Eq. (3) is complicated by

the fact that it contains two arbitrary functions f(z) and g(z). For such equations

and other nonlinear PDEs of the general form that contain arbitrary functions,

it is impossible to directly use the standard methods of generalized separation of

variables described in books [12, 38, 55].
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To find exact solutions of the general nonlinear Schrödinger equation (3),

we impose one of the three additional relations (functional constraints) on the

argument of arbitrary functions:

|u| = const, (10)

|u| = p(x), (11)

|u| = q(t), (12)

where p(x) and q(t) are some function of one argument. When any of the relations

(10)–(12) is satisfied, equation (3) is “linearized”. This important fact allows us

to further use the standard approach for separating variables applied for linear

PDEs or methods of generalized separation of variables used for nonlinear PDEs

[12,38,55]. A similar technique, based on the use of additional relations of the type

(10)–(12) and called the method of functional constraints, has made it possible to

find many exact solutions of nonlinear PDEs with delay [79–82].

After the transition from the complex equation (3) to the system of real

PDEs (8), when constructing exact solutions, one should use the relations (10)–

(12), setting in them |u| = r (this follows from representation (6)). Thus, the

functions p(x) and q(t) in (11) and (12) depend on x and t implicitly and are

expressed through the amplitude r.

Remark 3. In Section 4 (see Remark 4) it will be shown that in addition to

(10)–(12), a more complex functional constraint based on the transition to a new

variable of the traveling wave type can also be used to construct exact solutions.

3 Exact solutions of the general nonlinear Schrödinger

equation

In this section exact closed-form solutions of the general nonlinear Schrödinger

equation (3) with arbitrary functions f(z) and g(z) are given. To construct these

exact solutions we use the functional constraints (10)–(12) and the methods of

generalized separation of variables.
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3.1 Traveling wave solutions with constant amplitude

First, we use the simplest additional relation (10). Given that |u| = r, we

substitute r = C1 = const into system (8). From the second equation (8) it follows

that ϕ′′
xx = 0. From here, after integration, we have ϕ(x) = a(t)x+b(t), where a(t)

and b(t) are arbitrary functions. Substituting this expression into the first equation

(8), we find a(t) = C2 and b(t) = Bt + C3. As a result, we arrive at the simple

exact solution of the PDE system (8):

r = C1, ϕ = C2x+ C3 + Bt, B = g(C1)− C2
2f(C1), (13)

where C1, C2, and C3 are arbitrary real constants (C1 > 0). Substituting (13) into

(6), we have the traveling wave solution of the nonlinear PDE (3):

u = C1e
i(C2x+C3+Bt), B = g(C1)− C2

2f(C1). (14)

This is a solution that is periodic in time and space with constant amplitude C1.

In the case of power functions (4) solution (14) takes the form

u = C1e
i(C2x+C3+Bt), B = bCm

1 + cCn
1 − aCk

1C
2
2 .

3.2 Time-periodic solutions with amplitude depending on the spatial

variable x

To construct another exact solution, we use the additional relation (11).

Given that |u| = r, we substitute r = r(x) into system (8). Integrating the second

equation of the resulting system twice, we have

ϕ = a(t)

∫

h−2dx+ b(t), (15)

where a = a(t) and b = b(t) are arbitrary functions. By eliminating ϕ from the

first equation of system (8) using (15), we arrive at an equation that, after dividing

all terms by r, takes the form

−a′t

∫

h−2dx− b′t − a2r−1h−3 + r−1[h′′
xx + rg(r)] = 0, h = rf(r). (16)

To solve the functional differential equation (16), which includes the desired

functions depending on different variables, we use the methods of generalized
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separation of variables [12,38]. Standard analysis shows that two different situations

are possible, described below.

1◦. The general case when two functions f and g are arbitrary. Setting in

(16)

a(t) = C2, b(t) = C1t+ C3, (17)

where C1, C2, and C3 are arbitrary constants, we obtain a second-order nonlinear

ODE of the autonomous form

h′′
xx − C2

2h
−3 − C1r + rg(r) = 0, h = rf(r). (18)

Let us first consider the degenerate case when h′′
xx ≡ 0, i.e.

h(x) = ax+ b, (19)

where a and b are arbitrary constants. We substitute the function (19) into (18)

and take into account the relation h = rf(r). As a result, we obtain a potential,

which in this case is expressed through the function f(r) as

g(r) = C1 + C2
2r

−4f−3(r). (20)

It follows that of the nonlinear Schrödinger equation

iut + [f(|u|)u]xx + [C1 + C2
2 |u|−4f−3(|u|)]u = 0, (21)

where f(r) is an arbitrary function, has an exact solution of the form (6), in which

the amplitude r = r(x) is given by the implicit relation

ax+ b = rf(r), (22)

and the phase is found using formula (25) and can be written in the form

ϕ = C1t+ C2

∫

h−2dx+ C3 = C1t−
C2

a(ax+ b)
+ C3. (23)

In the general case of two arbitrary functions f(r) and g(r), the general

solution of the second-order nonlinear ODE (18) can be expressed in quadratures

in implicit form (detailed explanations are given in Appendix):
∫
[

−C2
2h

−2 + 2

∫

[C1r − rg(r)] dh+ C4

]−1/2

dh = C5 ± x,

h = rf(r), dh = [f(r) + rf ′
r(r)] dr,

(24)
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where C4 and C5 are arbitrary constants.

In this case, the phase ϕ is expressed through the amplitude r by the formulas

ϕ = C1t+ C2

∫

h−2dx+ C3 = C1t+ C2

∫

[rf(r)]−2dx+ C3, (25)

which are obtained by substituting the expressions (17) into (15).

Thus, we have shown that the PDE system (8) admits a time-periodic

solution, which is expressed in quadratures using the relations (24) and (25).

Setting C2 = 0 in (24) and (25), we obtain solutions describing stationary

solitons, whose phase ϕ does not depend on the spatial coordinate x.

Example 1. Let us consider the nonlinear Schrödinger equation (3) with a

constant potential,

g(r) = C1 = const. (26)

Substituting (26) into solution (24), after integration we have
√

C4h2 − C2
2 = C4(C5 ± x). (27)

By squaring both parts (26) and taking into account the formula h = rf(r), we

obtain the relation

C4r
2f 2(r) = C2

2 + C2
4(C5 ± x)2, (28)

which implicitly determines the dependence of the amplitude r on x. Using formulas

(25) and (27), we find the phase

ϕ = C1t+ arctan

[

C4(x± C5)

C2

]

+ C3. (29)

Note that in equation (3) (with (26)) and solution (28) the function f = f(r)

can be specified arbitrarily.

The general solution of equation (18), represented in quadratures in the

implicit form (24), is difficult to analyze due to the presence of two arbitrary

functions in it f(r) and g(r). Therefore, we will describe here a simpler and more

convenient for analysis inverse (not direct) approach, based on introducing another

arbitrary auxiliary function instead of the function g(r) and directly specification

of exact solutions in implicit form. Namely, we will consider the function f(r) to
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be arbitrary, and the solution r = r(x) of equation (18), taking into account the

relation h = rf , will be specified using an arbitrary function h = h(x) in implicit

form

rf(r) = h(x). (30)

The function g = g(r) in this approach is found from equation (18), that leads to

the formula

g = C1 + r−1[C2
2h

−3(x)− h′′
xx(x)]. (31)

The potential function g = g(r) for a given specific function h(x) is determined

by eliminating x from relations (30)–(31).

Let us demonstrate with several specific examples how the described

approach works in practice. To do this, we will take simple elementary functions

h = h(x) and will find the potential functions g = g(r) generated by them. In

these cases, the functions g(r) will be expressed through f(r).

Example 2. In relations (30)–(31) we substitute the function

h(x) = a(x+ b)k, (32)

where a, b, and k are arbitrary constants. As a result, we have

rf(r) = a(x+ b)k,

g = C1 + r−1[a−3C2
2(x+ b)−3k − ak(k − 1)(x+ b)k−2].

(33)

By excluding x from these relations, we obtain the dependence of the potential

on r:

g(r) = C1 + C2
2r

−4f−3(r)− a2/kk(k − 1)r−2/kf (k−2)/k(r). (34)

In particular, by setting C2 = 0 and k = −1 in (34), we arrive at the

nonlinear Schrödinger equation

iut + [f(|u|)u]xx + [C1 − 2a−2r2f 3(|u|)]u = 0. (35)

This equation, containing an arbitrary function f(|u|), admits an exact solution of

the form

u = r(x)ei(C1t+C3), (36)
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in which the amplitude r = r(x) is given by the implicit relation

rf(r) = a(x+ b)−1.

Example 3. In relations (30)–(31) we substitute h = a cos(kx+b) and C2 = 0.

Taking into account that h′′
xx = −k2h and h = rf(r), we find the potential g =

C1 + k2f(r). Thus, we arrive at the nonlinear Schrödinger equation

iut + [f(|u|)u]xx + [C1 + k2f(|u|)]u = 0, (37)

which has an exact solution of the form (36), where the amplitude r = r(x) is

given by the implicit expression

a cos(kx+ b) = rf(r).

Example 4. Setting h = aekx+ be−kx and C2 = 0 in (30)–(31), we obtain the

Schrödinger equation

iut + [f(|u|)u]xx + [C1 − k2f(|u|)]u = 0, (38)

which has an exact solution of the form (36), where the amplitude r = r(x) is

given implicitly by the relation

aekx + be−kx = rf(r).

2◦. The case when two functions f and g are given by one arbitrary function.

Equation (16) includes two time-dependent functions a = a(t) and b = b(t). Using

the splitting principle [12, 38], we impose the following differential constraints on

these functions:

a′t = −A1a
2 + B1, b′t = −A2a

2 +B2, (39)

where A1, B1, A2, and B2 are arbitrary constants. As a result, we have

a2
(

A1

∫

h−2dx+ A2 − r−1h−3

)

−B1

∫

h−2dx−B2 + r−1[h′′
xx + rg(r)] = 0.

By equating the functional factor at a2 to zero, we obtain two integro-differential

equations

A1

∫

h−2dx+ A2 − r−1h−3 = 0, h = rf(r), (40)

−B1

∫

h−2dx−B2 + r−1[h′′
xx + rg(r)] = 0. (41)
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Depending on the value of the free coefficient A1, two different situations may arise.

Let us consider them in order.

2.1. For A1 6= 0, eliminating the integral term from (40)–(41), we arrive at

the ODE:

h′′
xx −

B1

A1
h−3 +

(

B1
A2

A1
− B2

)

r + rg(r) = 0, h = rf(r), (42)

which, up to renaming of constants, coincides with equation (18). Instead of

equation (41), we can consider equation (42). Note that equation (40) reduces

to an ODE by differentiating with respect to x.

The system of two equations (40)–(41) includes three functions r = r(x),

f = f(r), and g = g(r). If we set one of these functions arbitrarily, then the other

two can be found from equations (40)–(41) or equations (40) and (42).

The solution of system (40)–(41) can be represented in parametric form by

arbitrarily setting the function h = h(x) (which is the product of the functions r

and f ). Indeed, substituting this function into equations (40) and (42), we obtain

r = h−3(x)

[

A1

∫

dx

h2(x)
+ A2

]−1

,

f = h4(x)

[

A1

∫

dx

h2(x)
+ A2

]

,

g = B2 − B1
A2

A1
+
[B1

A1
− h3(x)h′′

xx(x)
]

[

A1

∫

dx

h2(x)
+ A2

]

,

(43)

where h = h(x) is an arbitrary function, and x plays the role of a parameter here.

For A1 6= 0, the functions a = a(t) and b = b(t), included in the formula

for phase (15), are determined by integrating the first-order ODEs (39) and are
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expressed through elementary functions:

a(t) =



























B1√
A1B1

tanh
(

√

A1B1 t+ C1

)

if A1B1 > 0,

B1
√

|A1B1|
tg
(
√

|A1B1| t+ C1

)

if A1B1 < 0,

(A1t+ C1)
−1 if B1 = 0;

(44)

b(t) =































(

B2 − A2
B1

A1

)

t+
A2B1

A1

√
A1B1

tanh
(

√

A1B1 t+ C1

)

+ C2 if A1B1 > 0,
(

B2 − A2
B1

A1

)

t+
A2B1

A1

√

|A1B1|
tg
(

√

|A1B1| t+ C1

)

+ C2 if A1B1 < 0,

A2

A1(A1t+ C1)
+ B2t+ C2 if B1 = 0,

(45)

where C1 and C2 are arbitrary constants.

Example 5. Substitute

A2 = 0, h = k(x+ C3)
−1/2,

into (43). After elementary calculations we get

r =
2

A1k
(x+ C3)

−1/2, f =
1

2
A1k

2 = const,

g = B2 +
1

2
B1k

−2(x+ C3)
2 − 3

8
A1k

2(x+ C3)
−2.

Eliminating x from here, and for simplicity setting k =
√

2/A1, we arrive at Eq. (2)

with

g(r) = B2 +
B1

A1
r−4 − 3

16
A2

1r
4, r = |u|. (46)

Equation (2) with potential (46) has the exact solution

u = reiϕ, r =

√

2

A1(x+ C3)
, ϕ =

1

4
A1a(t)(x+ C3)

2 + b(t),

where the functions a = a(t) and b(t) are determined by formulas (44) and (45).

2.2. When A1 = 0, it follows from equation (40) that f(r) = A
−1/3
2 r−4/3.

Equation (41) can be reduced by differentiation to a third-order nonlinear ODE,
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which cannot be integrated in closed form. Therefore, to construct some exact

solutions of the nonlinear Schrödinger equation (3) we use here the inverse approach

(without integrating ODEs) described earlier. For this we first set an arbitrary

function h = h(x). Substituting this function into equations (40)–(41) with A1 = 0,

we obtain
r = A−1

2 h−3(x),

f = A2h
4(x),

g = B1

∫

h−2(x) dx+B2 − A2h
3(x)h′′

xx(x).

(47)

These formulas define the solution of system (40)–(41) with A1 = 0, which is given

in parametric form using one arbitrary function h = h(x). The dependence of the

potential g = g(r) is obtained by eliminating x from the first and third relations

(47).

For A1 = 0, the functions a = a(t) and b = b(t), included in the formula

for phase (15), are determined by integrating the first-order ODEs (39) and are

expressed through elementary functions:

a(t) = B1t+ C1, b(t) = − A2

3B1
(B1t+ C1)

3 + B2t+ C2,

where C1 and C2 are arbitrary constants.

3.3 Generalized separable solutions with amplitude depending on the

time t

To construct an exact solution, we now use the additional relation (12). Given

that |u| = r, we substitute r = r(t) into the PDE system (8). By integrating

the second equation of the resulting system twice, we arrive at a solution with

generalized separation of variables of the following form:

r = r(t), ϕ = a(t)x2 + b(t)x+ c(t), (48)

where the function a = a(t) can be expressed in terms of r and f using the

formula a = −r′t/(2rf). Substituting (48) into the first equation (8), we arrive at

a quadratic equation with respect to x, the coefficients of which depend on time.

As a result, the first equation of the system is reduced to a quadratic equation with
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respect to x, the coefficients of which depend on time. By equating the functional

coefficients of this quadratic equation to zero and adding the second equation of

the system, which in this case depends only on t, we obtain the following system

consisting of four ODEs:

a′t = −4a2f(r),

b′t = −4abf(r),

c′t = −b2f(r) + g(r),

r′t = −2arf(r).

(49)

Here the three first equations were divided by r.

From the first, second and fourth equations of system (49) we can obtain two

integrals

a = C1r
2, b = C2r

2, (50)

where C1 and C2 are arbitrary constants. Substitute the first expression (50) into

the first equation (49). Integrating the resulting ODE, we find the dependence

r = r(t) in implicit form
∫

dr

r3f(r)
= −2C1t− C3, (51)

where C3 is an arbitrary constant. Integrating the third equation of system (49),

we obtain

c = −C2
2

∫

r4f(r) dt+

∫

g(r) dt+ C4. (52)

For simplicity, assuming in (50) and (52) C2 = 0 and substituting the obtained

expressions into (48), we find the functions that determine solution (6): (6):

r = r(t), ϕ = C1r
2(x+A)2 +

∫

g(r) dt+ C4, (53)

where the function r = r(t) is given implicitly by expression (51). Note that an

arbitrary constant A has been added to the second formula, since the system (8)

is invariant with respect to an arbitrary constant shift along the spatial variable.

Example 6. For equation (3) with the power dispersion f(r) = ark in solution

(53) we must set

r(t) =
[

a(k + 2)(2C1t+ C3)
]− 1

k+2 .
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This formula is derived from (51).

4 Solutions that are nonlinear superpositions of traveling

waves

The system of PDEs (8) admits an exact solution of the form

r = r(z), ϕ = C1t+ C2x+ θ(z), z = x− λt, (54)

where C1, C2, and λ are arbitrary constants. The special case C1 = C2 = 0 in (54)

corresponds to a traveling wave solution.

Substituting (54) into (8), we obtain the nonlinear system of two ODEs:

−r(C1 − λθ′z) + h′′
zz − h(C2 + θ′z)

2 + rg(r) = 0,

−λr′z + 2h′
z(C2 + θ′z) + hθ′′zz = 0, h = rf(r).

(55)

Note that the substitution ξ = θ′z allows us to reduce the order of the ODE

system (55) by one.

It is easy to verify that the second equation (55) admits the first integral

−λ

∫

h(r) dr + C2h
2 + h2θ′z = C3, h = rf(r), (56)

where C3 is an arbitrary constant. Eliminating further the derivative θ′z from the

first equation (55) using (56), we arrive at a second-order nonlinear autonomous

ODE (that does not explicitly depend on z) of the form

h′′
zz = Φ(h) + Ψ(r), (57)

where the following notations are used:

Φ(h) = C2
3h

−3, h = rf(r),

Ψ(r) = (C1 + λC2)r − C3λrh
−2 − λ2rh−2H + 2C3λh

−3H

+ λ2h−3H2 − rg(r), H =

∫

h dr.

(58)

The appendix shows that the general solution of equation (57)–(58) can be

expressed in quadratures and presented in an implicit form.
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By resolving relation (56) with respect to θ′z, and then integrating, we can

find the function θ = θ(z),

θ = C3

∫

h−2dz + λ

∫

h−2H dz − C2z + C4,

where C4 is an arbitrary constant.

Remark 4. For the physical interpretation of solution (54), it is convenient to

represent the phase ϕ in an equivalent form in two ways:

ϕ = C2(x− λ2t) + θ(x− λ1t), λ1 = λ, λ2 = −C1/C2;

ϕ = (C2 + C1λ
−1)x+ θ1(x− λt), θ1(z) = θ(z)− C1λ

−1z.

In the first case solution (54) can be interpreted as a nonlinear superposition of

two traveling waves with velocities λ1 and λ2, and in the second case as a nonlinear

superposition of a stationary wave and a traveling wave with velocity λ.

Remark 5. Solution (54) can be obtained, for example, using the following

reasoning. First of all one can note, that one of the two arbitrary constants C1 or C2

in (54) can be taken equal to zero without loss of generality (this fact corresponds

to the redefinition of the function θ). Next, we pass in equation (3) or system (8)

from the variables x, t to new independent variables z, t, where z = x−λt. Then,

by analogy with (11), we introduce the additional relation |u| = p(z)). After this,

the procedure of separation of variables is used.

We will also describe another simpler way to obtain solution (54). First, in Eq.

(3) we make the substitution u = ei(C1t+C2x)w, where C1 and C2 are arbitrary real

constants. Then a traveling wave solution of the transformed equation is sought,

i.e. it is assumed that w = W (z), where z = x− λt.

5 Brief conclusion

For the first time, the general nonlinear Schrödinger equation has been

investigated, the dispersion and potential of which are specified by two arbitrary

functions. New several closed-form solutions of this PDE have been found, which

are expressed in quadratures or elementary functions. One-dimensional reductions

have been described, which leads the considered nonlinear PDE to simpler ODEs.
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The obtained solutions can be used as test problems for numerical methods of

integrating nonlinear PDEs of mathematical physics. It is important to note that

these exact solutions are valid for two arbitrary functions f(z) and g(z) included

in the general nonlinear Schrödinger equation (3), so they can be used for a wide

variety of problems, specifying a specific form of these functions.
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Appendix. Solutions of special second-order ODEs

Let us consider a class of second-order autonomous ODEs of the special form

h′′
xx = Φ(h) + Ψ(r), h = Θ(r), (59)

where Φ(h), Ψ(r), and Θ(r) are given functions. ODE (18) is a particular case of

equation (59) with

Φ(h) = C2
2h

−3, Ψ(r) = C1r − rg(r), Θ(r) = rf(r), (60)

For Ψ(r) ≡ 0, the general solution of the ODE (59) can be represented in

implicit form [83]:
∫

[

2

∫

Φ(h) dh+ A1

]−1/2

dh = A2 ± x, h = Θ(r), (61)

where A1 and A2 are arbitrary constants. In the general case, in the second term

of the right-hand side of equation (59) we pass from the variable r to the variable

h, setting Ψ1(h) = Ψ(r), where h = Θ(r). We have

h′′
xx = Φ(h) + Ψ1(h). (62)
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The general solution of this equation is determined by the formula (61), in which

Φ(h) must be replaced by Φ(h) + Ψ1(h), or

∫
[

2

∫

Φ(h) dh+ 2

∫

Ψ1(h) dh+ A1

]−1/2

dh = A2 ± x, h = Θ(r), (63)

We do not change the first inner integral in (63), and in the second inner integral

we return from the variable h to the variable r. Taking into account the relations

Ψ1(h) = Ψ(r) and dh = Θ′
r(r) dr, we finally obtain

∫
[

2

∫

Φ(h) dh+ 2

∫

Ψ(r)Θ′
r(r) dr +A1

]−1/2

dh = A2 ± x, h = Θ(r). (64)

Substituting expressions (60) into (64), we find the general solution of

Eq. (18):

∫
[

−C2
2h

−2 + 2

∫

[C1r − rg(r)] dh+ A1

]−1/2

dh = A2 ± x,

h = rf(r), dh = [f(r) + rf ′
r(r)] dr.
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Painlevé analysis and optical solitons for a concatenated model. Optik 2023;

272: 170255.

32. Arnous A.H., Biswas A., Yakup Y., Luminita M., Catalina I., Lucian G.P.,

Asim A. Optical solitons and complexitons for the concatenation model in

birefringent fibers. Ukrainian J. Physical Optics 2023; 24(4): 04060–04086.

33. Arnous A.H., Biswas A., Kara A.H., Yildirim Y., Moraru L., Iticescu C.,

Moldovanu S., Alghamdi A.A. Optical solitons and conservation laws for

the concatenation model with spatio-temporal dispersion (internet traffic

regulation). J. Eur. Optical Soc. 2023; 19: 2.

34. Ekici M. Stationary optical solitons with complex Ginzburg–Landau equation

having nonlinear chromatic dispersion and Kudryashov’s refractive index

structures. Phys. Lett. A: Gen. Atomic & Solid State Phys. 2022; 440: 128146.

35. Zayed E.M.E., El-Shater M., Arnous A.H., Yildirim Y., Hussein L., Jawad

A.J.M., Veni S.S., Biswas A. Quiescent optical solitons with KudryashovвЂ™s

generalized quintuple-power law and nonlocal nonlinearity having nonlinear

23



chromatic dispersion with generalized temporal evolution by enhanced direct

algebraic method and sub-ODE approach. Eur. Phys. J. Plus 2024; 139(10):

885.

36. Han T., Li Z., Li C., Zhao L. Bifurcations, stationary optical solitons and exact

solutions for complex Ginzburg–Landau equation with nonlinear chromatic

dispersion in non-Kerr law media. J. Optics 2023; 52(2): 831–844.

37. Bullough R.K. Solitons. Phys. Bull. 1978; 29(2): 78–82.

38. Polyanin A.D., Zhurov A.I. Separation of Variables and Exact Solutions to

Nonlinear PDEs. Boca Raton–London: CRC Press, 2022.

39. Ibragimov N.H. (ed.). CRC Handbook of Lie Group Analysis of Differential

Equations, Vol. 1. Symmetries, Exact Solutions and Conservation Laws. Boca

Raton: CRC Press, 1994.

40. Broadbridge P., Bradshaw-Hajek B.H., Hutchinson A.J. Conditionally

integrable PDEs, non-classical symmetries and applications. Proc. R. Soc. A

2023; 479: 20230209.

41. Ovsiannikov L.V. Group Analysis of Differential Equations. Boston: Academic

Press, 1982.

42. Bluman G.W., Kumei S. Symmetries and Differential Equations. New York:

Springer, 1989.

43. Olver P.J. Application of Lie Groups to Differential Equations, 2nd ed. New

York: Springer, 2000.

44. Vaneeva O.O., Popovych R.O., Sophocleous C. Extended group analysis of

variable coefficient reaction-diffusion equations with exponential nonlinearities.

J. Math. Anal. Appl. 2012; 396: 225–242.

45. Polyanin A.D., Aksenov A.V. Unsteady magnetohydrodynamics PDE of
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